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## Kurzfassung

Die vorliegende Arbeit beschäftigt sich mit neuartigen Berechnungsmethoden für die Computersimulation dynamischer Probleme mit expliziten Zeitintegrationsverfahren. Dynamische Simulationen sind immer dann erforderlich, wenn die Belastung im zu simulierenden System oder Prozess zügig aufgebracht wird und Trägheitskräfte nicht vernachlässigt werden können. Explizite Methoden kommen aufgrund der kleinen, kostengünstigen Zeitschritte und nichtexistierender Konvergenzprobleme im Bereich der Kurzzeitdynamik, sowie für quasi-statische, aber hoch nichtlineare Probleme zum Einsatz. Klassische Anwendungsfelder sind zum Beispiel die Simulation des Zusammenstoßens zweier Autos, der Aufprall eines Mobiltelefons auf den Boden oder die Simulation eines Tiefziehprozesses eines Blechteils.

In der Vergangenheit wurden verschiedene Anstrengungen unternommen um die Effizienz expliziter dynamischer Berechnungen zu steigern. Eine gängige Methode ist die Massenskalierung. Hierbei wird durch eine Manipulation der Massenmatrix die maximale Eigenfrequenz reduziert, welche umgekehrt proportional zum kritischen Zeitschritt ist. Somit erlaubt die Massenskalierung größere Zeitschritte. Diese Manipulation erfolgt oft nur für einzelne kleine oder besonders steife Elemente, die den Zeitschritt des gesamten Modells begrenzen. In den letzten Jahren wurden viele Vorschläge gemacht um den ursprünglichen, konventionellen Ansatz der Massenskalierung zu verbessern: Statt die diagonale Struktur der Massenmatrix zu erhalten und nur Masse auf der Diagonalen hinzuzufügen, wurde im Rahmen der selektiven algebraischen Massenskalierung vorgeschlagen, Masse auf der Diagonalen hinzuzufügen und gleichzeitig auf der Nebendiagonalen zu subtrahieren um so zumindest die Masse und die translatorische Trägheit zu erhalten. Um Massenmatrizen, die einen größeren kritischen Zeitschritt erlauben, nicht nur durch algebraische Manipulationen, sondern basierend auf einer fundierten theoretischen Herleitung zu erhalten, wurden variationell selektive Massenskalierungmethoden vorgeschlagen. Zuletzt wurden, um die Lösung eines linearen Gleichungssystems für nichtdiagonale Massenmatrizen zu umgehen, sogenannte reziproke Massenmatrizen eingeführt, die im Folgenden noch näher erläutert werden.

Die in dieser Arbeit behandelten neuartigen Berechnungsmethoden zielen sowohl auf eine Erhöhung der Genauigkeit, als auch auf eine Reduktion des Rechenaufwands ab. Die Basis für die Entwicklung stellen variationell konsistente Trägheitsschablonen dar. Unter dem Begriff der Trägheitsschablonen verbergen sich sowohl alternative Massenmatrizen zu den gewöhnlich verwendeten diagonalen Massenmatrizen, als auch neuartige reziproke Massenmatrizen. Reziproke Massenmatrizen sind direkt aus der variationellen Formulierung resultierende, dünnbesetzte, assemblierbare, inverse Massenmatrizen, die eine triviale Lösung der Beschleunigung aus dem zweiten Newtonschen Gesetz erlauben. Die Konstruktion der Trägheitsmatrizen erfolgt auf der Basis eines variationellen Prinzips. Der Ausgangspunkt für die Formulierung ist das Hamiltonsche Prinzip, welches durch die Einführung dreier unabhängiger Felder, der Verschiebung, der Geschwindigkeit und des Impulses, erweitert wird. Die variationelle Formulierung, und damit die
resultierenden Trägheitsmatrizen, weisen freie Parameter auf, die eine benutzerspezifische Anpassung der Eigenschaften der Matrizen erlauben. So kann zum Beispiel gezielt eine Reduktion der maximalen Eigenfrequenz im Sinne der Massenskalierung, oder eine Verbesserung der Genauigkeit und Konvergenzeigenschaften für niedrige Frequenzen erfolgen.

Der Schwerpunkt der Arbeit liegt auf den folgenden Aspekten: Erstens wird die variationelle Konsistenz der reziproken Massenmatrizen im Speziellen für Materialien mit variabler Dichteverteilung und die damit verbundenen Mindestanforderungen an die Ansatzräume diskutiert. Zweitens geht es um die systematische Verwendung der Methodik nicht nur zur Vergrößerung der Zeitschrittweite, aber auch zur gezielten Generierung von Trägheitsmatrizen für benutzerspezifische Interessen, wie z.B. einer verbesserten Genauigkeit für niedere Frequenzen. Drittens zielt die Arbeit auf die Weiterentwicklung reziproker Massen ab, um sie für praktische Anwendungen verwendbar zu machen. Dabei stehen die Bereitstellung eines effizienten Zeitschrittschätzers, die Weiterentwicklung der Methode für eine Vielzahl von Elementtypen und die Behandlung von Kontakt im Vordergrund. In den folgenden Abschnitten werden die Schwerpunkte der Arbeit näher erläutert.

Die für die Anwendung der Massenskalierung vorgeschlagenen variationell skalierten Massen- und reziproken Massenmatrizen werden in einem gemeinsamen Rahmen als sogenannte variationell konsistente Trägheitsschablonen vorgestellt. Diese werden dann nicht nur zur Effizienzsteigerung, wie es das Ziel der Massenskalierung ist, eingesetzt, sondern können auch gezielt für verschiedene Benutzerinteressen angepasst werden. Entscheidend ist hierbei die Auswahl des geeigneten Ansatzraumes für die Geschwindigkeit. Verschiedene mögliche Ansatzräume können im Rahmen einer Mehrparameterschablone kombiniert werden. Die Anpassung der freien Schablonenparameter erfolgt mithilfe einer systematischen, analytischen Dispersionsanalyse im räumlichen Gebiet. Je nach Wahl der Parameter können dann sowohl Trägheitsmatrizen mit deutlich vergrößertem Zeitschritt gegenüber dem der diagonalen Masse konstruiert werden, sowie Trägheitsmatrizen mit höherer Genauigkeit für niedere Moden als es die konsistente Massenmatrix liefern kann.

Ein weiterer Aspekt der Arbeit ist die Weiterentwicklung und systematische Untersuchung der reziproken Massenmatrizen, um sie für ein breiteres Anwendungsgebiet zugänglich zu machen. In vorangegangenen Arbeiten wurden reziproke Massenmatrizen zunächst nur für Simplex-Elemente, homogene Materialien und kleine Verformungen untersucht. Dabei wurde beobachtet, dass sich die bestehende Formulierung nicht einfach auf Materialien mit heterogener Dichteverteilung erweitern lässt, beziehungsweise die Ergebnisse unbefriedigend sind. Die Ursache liegt in der Auswahl der Impulsansatzfunktionen. Für die Impulsansatzfunktionen werden zu den Verschiebungsansatzfunktionen biorthogonale Funktionen gewählt, da dies eine Eliminierung der Impulsfreiheitsgrade erlaubt, ohne dabei auf globalem Niveau eine Matrixinversion durchführen zu müssen. Während biorthogonale Funktionen aus der Literatur, wie sie für Mortar-Kontakt verwendet
werden, die Elementgeometrie, nicht aber die Massenverteilung des Elements (und benachbarter Elemente) berücksichtigen, muss bei der Konstruktion der biorthogonalen Funktionen für reziproke Massenmatrizen die Dichte in der Konstruktion berücksichtigt werden. Die Konsistenz der Formulierung für verschiedene Dichteverteilungen kann mithilfe von einfachen Trägheits-Element-Patch-Tests bestätigt werden. Neben der Berücksichtigung verschiedener Dichteverteilungen im Element wird auch die Auswahl der Ansatzräume für verschiedene Elementtypen und Ausgangsgeometrien diskutiert und getestet um so die variationelle Konsistenz der Formulierung sicherzustellen. Auch die Berücksichtigung von Randbedingungen und Multi-point constraints wird diskutiert.

Desweiteren wird ein konservativer Zeitschrittschätzers für reziproke Massenmatrizen vorgeschlagen. Nur wenn es eine effiziente Möglichkeit gibt, den kritischen Zeitschritt und damit zulässige Zeitschrittweiten für die Berechnung mit reziproken Massenmatrizen zu bestimmen, können die Möglichkeiten der neuen Methoden voll ausgeschöpft werden. Während für konsistente und diagonale Massenmatrizen elementweise Zeitschrittschätzer eine effiziente Methode zur Bestimmung des kritischen Zeitschritts darstellen, können für reziproke Massenmatrizen keine konservativen elementweisen Zeitschrittschätzer entwickelt werden. Diese Tatsache wird ausführlich erläutert und anschließend wird eine Erweiterung des knotenweisen Zeitschrittschätzers basierend auf dem Gershgorin-KreisTheorem für reziproke Massenmatrizen und Penalty-Kontakt vorgeschlagen.

Während in der gesamten Arbeit kleine Verifikationsbeispiele die gewonnenen Erkenntnisse illustrieren, wird am Ende der Arbeit durch größere Beispiele nochmals auf den möglichen Effizienz- und Genauigkeitsgewinn der vorgestellten Methoden eingegangen. Einen Ausblick auf geometrisch und materiell nichtlineare Probleme ermöglicht schlussendlich das letzte Beispiel dieser Arbeit.


#### Abstract

The present work deals with innovative numerical methods for the computer simulation of dynamic problems with explicit time integration. Dynamic simulations are always required if inertia forces cannot be neglected, because the process to be simulated involves large accelerations, for instance due to quickly applied loads or instability phenomena. The characteristics of explicit time integration methods are their small but cheap time steps. Additionally, there exist no convergence problems. Therefore, explicit methods are used in the field of short-term dynamics, as well as for quasi-static but highly nonlinear problems. Classical fields of application are for example the simulation of the collision of cars, the impact of a mobile phone on the floor or the simulation of a deep-drawing process of a sheet metal part.

In the past, various methods have been proposed to improve the efficiency of explicit dynamic calculations. A common technique is mass scaling. By a manipulation of the mass matrix the maximum eigenfrequency is reduced. Since the maximum eigenfrequency is reversely proportional to the critical time step, mass scaling allows larger time steps. This manipulation is often only applied to individual small or particularly stiff elements that limit the time step of the entire model. In the recent years, many approaches have been proposed to improve the original idea of conventional mass scaling: instead of preserving the diagonal structure of the mass matrix and adding mass on the diagonal only, algebraic selective mass scaling was suggested, which adds mass on the diagonal and at the same time subtracts mass on the off-diagonal in order to preserve total mass and translational inertia. Recently, in order to create mass matrices with larger critical time step not only by algebraic manipulations but based on a sound theoretical derivation variationally based, selective mass scaling approaches were proposed. Finally, with the aim to avoid the solution of a linear system of equations for non-diagonal mass matrices, reciprocal mass matrices were proposed which will be described in more detail in the following.

The innovative computational methods discussed in this work aim to increase accuracy as well as reduce the calculation effort for explicit dynamics. The basis for the development are variationally consistent inertia templates. The term 'inertia template' covers both alternatives to the commonly used diagonal mass matrices and novel reciprocal mass matrices. Reciprocal mass matrices result directly from the variational formulation and are sparse, assemblable, inverse mass matrices, which allow a trivial computation of the acceleration from Newton's second law. The starting point for the derivation is Hamilton's principle, which is modified by the introduction of three independent fields, namely the displacement, velocity and linear momentum. The resulting inertia matrices contain free parameters that allow a customization for desired properties. Possible customization goals are for example a significant reduction of the maximum eigenfrequency, as it is the goal for mass scaling, or an improvement of the accuracy and convergence behaviour for low frequencies.


The present work focuses on the following issues: First, variational consistency of reciprocal mass matrices is examined, especially for non-homogeneous density distributions and the therewith associated minimum requirements on the ansatz spaces. Second, the approach is systematically exploited not only to increase the critical time step but also to customize the inertia template for specific needs, like improved low-frequency accuracy. Third, the work aims at further development and investigation of reciprocal mass matrices to increase their usability for practical applications. The focus is therefore on the development of an efficient time step estimate, the further development of the method for a wide range of finite element types and the treatment of contact. In the following, the mentioned aspects are further explained.

The variationally scaled mass matrix and variationally scaled reciprocal mass matrix are presented within a unified framework, which is called a variationally consistent inertia template. This template is then not only used to obtain improved efficiency, as it is the aim for mass scaling, but it can be adjusted for user-specific customization goals. The decisive factor is the selection of suitable ansatz spaces for the velocity. Various ansatz spaces are combined within the framework of a multi-parametric template. The free template parameters are then adjusted using a systematic, analytical grid dispersion analysis. Depending on the choice of parameters, both inertia matrices with significantly larger time step with respect to the diagonal mass matrix are constructed and inertia matrices with higher accuracy than the consistent mass matrix for the low frequency range can be provided.

Another important aspect of the work is the further development and investigation of the reciprocal mass matrix to make it valuable for a wider range of applications. In the past, the reciprocal mass matrix was developed only for simplex elements, homogeneous materials and small deformations. Within the present work it is observed that the original formulation is not simply applicable for materials with heterogeneous density distribution, or at least the results are unsatisfactory. The reason is the choice of the linear momentum ansatz functions. In order to allow elimination of the linear momentum degrees of freedom from the formulation without matrix inversion on the global level, biorthogonal ansatz functions need to be used. Standard biorthogonal functions from literature, as they are used for mortar contact formulations, take the element geometry into account but not the mass distribution of the element (and neighboring elements). However, for the construction of the biorthogonal basis for reciprocal mass matrices the density distribution of the element needs to be taken into account. The consistency of the formulation for different density distributions can be confirmed by simple inertia element patch tests. Besides the consideration of different density distributions in the element, the appropriate choice of ansatz spaces for different finite element types and initial geometries to ensure the variational consistency of the formulation is discussed and tested. Furthermore, consideration of Dirichlet boundary conditions and multi-point constraints for reciprocal mass matrices is discussed.

At last, a conservative time step estimate for reciprocal mass matrices is proposed. Only if there is an efficient way to determine the critical time step and thus choose an


#### Abstract

allowable time step for the calculation with reciprocal mass matrices, the possibilities of the novel method can be fully exploited. While for consistent and diagonal mass matrices elemental time step estimates are efficient and conservative for determining the critical time step, for reciprocal mass matrices, unfortunately, no conservative element-wise time step estimate can be developed. This fact is explained in detail and subsequently, an extension of the nodal time step estimate based on Gershgorin's theorem is proposed for reciprocal mass matrices and penalty contact.

While throughout the whole work small verification examples illustrate the obtained findings, the potential of the presented methods for improved efficiency and accuracy is illustrated by numerical examples at the end of the thesis. An outlook to geometrically and materially nonlinear problems is provided with the final example.
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## Latin letters

A
area

| $A_{j}$ | contact face area of element $j$ |
| :---: | :---: |
| $a_{1}, a_{2}$ | Rayleigh damping parameters |
| a | acceleration vector of a material point |
| $\mathrm{a}^{\text {ave }}, \mathrm{a}^{\text {diff }}$ | average/difference acceleration vector in a solid shell finite element |
| $\mathbf{a}^{\text {up }}, \mathbf{a}^{\text {low }}$ | upper/lower acceleration vector in a solid shell finite element |
| A | global dimensionless projection matrix |
| $\mathrm{A}_{\infty}$ | global dimensionless projection matrix of an infinite patch |
| $\mathrm{a}_{e}$ | dimensionless projection matrix of element $e$ |
| A ${ }^{*}$ | exemplary square matrix |
| b | prescribed body acceleration |
| $\bar{B}$ | strain-displacement operator |
| B | global weighted projection matrix |
| $\mathrm{b}_{e}$ | weighted projection matrix of element $e$ |
| $C_{1}, C_{2}, C_{3}$ | inertia scaling parameters |
| $C_{2 \alpha}$ | inertia template parameters for the scaled reciprocal mass matrix with different choices of $\boldsymbol{\Psi}_{\alpha}$ |
| $C_{3 \alpha}$ | inertia template parameters for the scaled mass matrix with different choices of $\boldsymbol{\Psi}_{\alpha}$ |
| c | wave speed in 1-D |
| $c_{0}$ | wave speed (phase velocity) in 1-D continuum |
| $c_{d}$ | dilatation phase velocity in 2-D |
| $c_{s}$ | shear phase velocity in 2-D |
| $c_{d 0}$ | dilatation phase velocity in 2-D continuum |
| $c_{s 0}$ | shear phase velocity in 2-D continuum |
| $c_{j}$ | parameter in the construction of the dual basis |
| $\overline{\mathrm{C}}$ | right Cauchy-Green tensor |
| C | reciprocal mass matrix |
| $\mathrm{C}^{\circ}$ | scaled reciprocal mass matrix |
| $\mathrm{c}_{e}^{\circ}$ | scaled reciprocal mass matrix of element $e$ |
| $\mathrm{c}_{e}$ | reciprocal mass matrix of element $e$ |
| $\mathrm{C}_{\infty}^{\circ}$ | scaled reciprocal mass matrix of an infinite patch |
| $\mathrm{C}_{\infty}$ | reciprocal mass matrix of an infinite patch |
| $\mathrm{C}^{\text {mic,1 }}$ | inverse mass matrix from first order approximation |
| $\mathrm{C}^{\text {mic, } 2}$ | inverse mass matrix from second order approximation |


| $\mathcal{C}$ | damping matrix |
| :---: | :---: |
| $\mathbb{C}$ | set of complex numbers |
| $\stackrel{4}{\mathrm{C}}$ | fourth-order material tensor |
| D | elastic modulus (in Voigt notation) |
| E | elastic modulus |
| $e(z)$ | center of Gershgorin's circle $\bar{S}_{i}$ in the complex plane |
| $\mathcal{E}^{3}$ | Euclidean space |
| $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ | normalized basis vectors of the Cartesian coordinate system |
| E | Green-Lagrangean strain tensor |
| F | deformation gradient |
| $\mathrm{F}^{\text {tot }}$ | total force vector |
| $\mathbf{F}_{n}^{\text {tot }}$ | total force vector at time step $n$ |
| $\mathbf{F}^{\text {int }}, \mathbf{F}^{\text {ext }}$ | global internal/external force vector |
| $\mathbf{F}_{n}^{\text {int }}, \mathbf{F}_{n}^{\text {ext }}$ | global internal/external force vector at time step $n$ |
| $F^{\text {damp }}$ | global damping force vector |
| $\mathbf{f}_{e}^{\text {int }}, \mathbf{f}_{e}^{\text {ext }}$ | internal/external force vector of element $e$ |
| $\mathbf{F}^{\text {cont }}$ | global contact force vector |
| $\mathbf{F}_{n}^{\text {cont }}, \mathbf{F}_{n}^{\text {cont }}$ | global contact force vector at time step $n$ |
| $f_{s i}$ | scale factor for the interface stiffness |
| $\mathrm{g}_{0}$ | vector of constraint offsets |
| $\mathrm{g}_{\mathrm{N} 0 j}$ | initial normal gap at contact constraint $j$ |
|  | normal gap at contact constraint $j$ |
| G | constraint matrix of a multi-point constraint |
| $\mathrm{G}_{i}$ | constraint vector of contact constraint $i$ |
| $H(\mathbf{u})$ | Hamiltonian |
| $H_{e}^{\circ}$ | Hamiltonian with modified kinetic energy of element $e$ |
| $H_{\text {iso }}$ | isotropic hardening modulus |
| $H_{\text {kin }}$ | kinematic hardening modulus |
| I | second-order identity tensor or identity matrix |
| $k$ | stiffness of a 1-dof system (in Chapter 2) |
| k...... | wave number (in Chapter 4) |
| k | wave vector |
| $K_{j}$ | bulk modulus of element $j$ |
| $\mathbf{K}^{\text {p }}$ | penalty stiffness matrix (assembled from all active contacts) |
| $\mathbf{K}_{i}^{\text {p }}$ | penalty stiffness matrix of contact constraint $i$ |


| $k_{p, i}^{\text {scal }}$ | scalar value of the penalty stiffness at degree of freedom $i$ |
| :---: | :---: |
| K | tiffness matrix |
| $\mathrm{k}_{e}$ | tiffness matrix of element $e$ |
| $\mathbf{K}_{\infty}$ | stiffness matrix of an infinite patch |
| $\mathrm{K}_{\mathrm{b}}$ | basic stiffness matrix |
| $\mathbf{K}_{\text {h }}$ | higher-order stiffness matrix |
| $l$ | ength |
| $l_{\text {c }}$ | haracteristic element length |
| $l_{\text {mic }}$ | nicro-inertia length scale |
| L | differential operator |
| $\mathcal{L}$ | ower triangular matrix of the Cholesky decomposition of $\mathbf{C}^{\circ}$ |
| $m$ | mass of a 1-dof system |
| $m_{e}$ | mass of element $e$ |
| $m^{\circ}$ | caled mass of a 1-dof system |
| M | consistent mass matrix |
| $\mathrm{m}_{e}$ | consistent mass matrix of element $e$ |
| $\mathrm{M}^{\text {D }}$ | diagonal mass matrix |
| $\mathrm{m}_{e}^{\text {D }}$ | diagonal mass matrix of element $e$ |
| $M^{\text {inv }}$ | nverse of the diagonal mass matrix |
| $\mathrm{M}^{\circ}$ | scaled mass matrix |
| $\mathrm{m}_{e}^{\circ}$ | caled mass matrix of element $e$ |
| $\mathrm{M}_{\infty}^{\circ}$ | scaled mass matrix of an infinite patch |
| $\mathbf{M}^{\text {m }}$ | micro-inertia mass matrix |
| $\mathrm{m}_{e}^{\mathrm{m}}$ | micro-inertia mass matrix of element $e$ |
| $\mathrm{M}_{x}$ | first sub-matrix of a tensor-product structure |
| $\mathrm{M}_{y}$ | second sub-matrix of a tensor-product structure |
| $\mathbf{m}_{e}^{\text {ave }}, \mathbf{m}_{e}^{\text {diff }}$ | average/difference mass matrix of solid shell finite element $e$ |
| $\mathrm{m}_{e}^{*}$ | metric of element $e$ |
| $n_{\text {dof }}$ | natrix size |
| $n_{\mathrm{n}} \ldots$ | number of nodes |
| $n_{\text {c }}$ | number of constrained degrees of freedom |
| $n_{\text {max }}^{\text {iter }}$ | naximum number of iterations in the eigenvalue estimate |
| n | outer normal vector |
| N | displacement ansatz function matrix |
| $N_{i}$ | ${ }^{\text {th }}$ displacement ansatz function |

P ..................... mechanical power
$P_{i} \ldots \ldots \ldots \ldots \ldots \ldots$. Legendre polynomial of $i^{\text {th }}$ order
p.......................characteristic polynomial
p ................... linear momentum of a material point
$\mathbf{p}^{\mathrm{h}} \ldots \ldots \ldots \ldots \ldots \ldots$ approximated linear momentum
$\mathcal{P}$....................... material point
P ..................... discrete linear momentum
$\mathbf{P}_{e} \ldots . . . . . . . . . .$. . discrete elemental linear momentum
$\mathbf{P}_{n} \ldots \ldots \ldots \ldots \ldots \ldots$ discrete linear momentum at time step $n$
P $\ldots \ldots \ldots \ldots \ldots$ amplitude of the plane wave ansatz in 2-D for the linear momentum
$\hat{P} \ldots \ldots \ldots \ldots \ldots$. amplitude of the plane wave ansatz in 1-D for the linear momentum
r ...................... radius of Gershgorin's circle
$\mathcal{S}$.................... sum (used in the construction of the algebraically scaled mass matrix)
$S$
speed-up in terms of the computational time
S ...................... second Piola-Kirchhoff stress
$\bar{S}_{i}(e(z), r) \ldots \ldots \ldots$ Gershgorin's circle with center $e(z)$ and radius $r$
$t$..................................
$\Delta t \ldots \ldots \ldots \ldots \ldots \ldots$ time step size
$\Delta t_{\text {crit }} \quad$..................critical time step size
$\Delta t_{\text {crit,ref }} \ldots \ldots \ldots \ldots$. reference critical time step size
$\Delta t_{\text {crit }}^{\circ} \quad \ldots . . . . . . .$. critical time step size of a system with mass scaling
$\Delta t_{\text {crit }}^{\text {row-wise, pen }} \ldots \ldots$. critical time step for the reciprocal mass matrix obtained with the row-wise Gershgorin estimate with penalty contact
$\Delta t_{\text {crit }}^{\text {row-wise }} \quad \ldots \ldots \ldots$ critical time step for the reciprocal mass matrix obtained with the row-wise Gershgorin estimate
$\Delta t_{\text {crit }}^{\text {col-wise, pen }} \ldots \ldots$. critical time step for the reciprocal mass matrix obtained with the column-wise Gershgorin estimate with penalty contact
$\Delta t_{\text {crit }}^{\text {col-wise }} \ldots \ldots . \ldots$. critical time step for the reciprocal mass matrix obtained with the column-wise Gershgorin estimate
$\Delta t_{\text {crit }}^{\text {symm, pen }} \ldots \ldots \ldots$ critical time step for the reciprocal mass matrix obtained with the symmetric Gershgorin estimate with penalty contact
$\Delta t_{\text {crit }}^{\text {symm }} \ldots \ldots \ldots \ldots$ critical time step for the reciprocal mass matrix obtained with the symmetric Gershgorin estimate

| $\Delta t_{\text {crit }}^{\text {glob. it. }}$ | critical time step for the reciprocal mass matrix obtained with the global iterative estimate |
| :---: | :---: |
| $\Delta t_{\text {crit }}^{\text {rw. }}$ +trngl., pen | critical time step for the reciprocal mass matrix obtained with the row-wise Gersghorin estimate for penalty contact, with triangle inequality |
| $\Delta t_{\text {crit }}^{\text {rw. }}$ +trngl. + pen., pen | critical time step for the reciprocal mass matrix obtained with the row-wise Gersghorin estimate for penalty contact, with triangle inequality and assumption on the penalty stiffness |
| $\Delta t_{\text {SMS }}$ | time step size for computation with lumped mass matrix |
| $\Delta t_{\text {LMM }}$ | time step size for computation with scaled mass matrix |
| $t_{0}$ | initial time of the considered time interval |
| $t_{\text {end }}$ | final time of the considered time interval |
| $t_{n}$ | time at time step $n$ |
| t | traction at an arbitrary cutting plane |
| $\hat{\mathbf{t}}$ | prescribed traction |
| $T_{\text {LMM }}$ | computation time of a simulation with lumped mass matrix |
| $T_{\text {SMS }}$ | computation time of a simulation with selectively scaled mass matrix |
| $T_{0}$ | computation time for initialization |
| $T_{\Delta t}$ | computation time for one time step |
| $T_{\text {ele }}$ | computation time for element processing |
| $T_{\text {solver }}$ | computation time for solving a linear system of equations |
| T | Cauchy stress |
| $\overline{\mathrm{T}}$ | global support |
| $\overline{\mathbf{t}}_{e}$ | local support of element $e$ |
| $\bar{t}_{e, i}$ | local support of degree of freedom $i$ of element $e$ |
| u | displacement of a material point |
| $\dot{\mathbf{u}}$ | velocity of a material point |
| ui | acceleration of a material point |
| 人 | prescribed displacement |
| $\mathbf{u}_{0}$ | initial displacement |
| $\mathbf{u}^{\text {h }}$ | approximated displacement |
| $\ddot{\mathbf{u}}^{\text {h }}$ | approximated acceleration |
| $\mathrm{P}_{\infty}$ | discrete linear momentum of an infinite patch |
| $\Delta \mathrm{U}$ | displacement increment |


| U | discrete displacement |
| :---: | :---: |
| $\mathrm{U}_{\infty}$ | discrete displacement of an infinite patch |
| $\mathrm{U}_{n}$ | discrete displacement at time step $n$ |
| $\hat{U}$ | amplitude of the plane wave ansatz in 1-D for the displacement |
| U | amplitude of the plane wave ansatz in 2-D for the displacement |
| U | discrete velocity |
| $\dot{\mathbf{U}}_{n}$ | discrete velocity at time step $n$ |
| $\dot{\mathrm{U}}_{d}$ | velocity at degrees of freedom with velocity boundary condition |
| $\dot{\hat{U}}_{d}$ | prescribed discrete velocity at degrees of freedom with velocity boundary condition |
| $\mathbf{U}_{0}$ | discrete initial displacement |
| $\dot{U}_{0}$ | discrete initial velocity |
| Ü | discrete acceleration |
| $\ddot{U}_{n}$ | discrete acceleration at time step $n$ |
| $\mathrm{U}_{e}$ | discrete elemental displacement |
| $\ddot{\mathrm{U}}_{e}$ | discrete elemental acceleration |
| $V_{j}$ | volume of element $j$ |
| v . | velocity of a material point |
| $\mathbf{v}_{p}$ | mass-specific linear momentum of a material point |
| $\mathrm{v}_{0}$. | initial velocity |
| $\mathrm{v}^{\text {h }}$ | approximated velocity |
| $\mathrm{V}_{e}$ | discrete elemental velocity |
| $W_{\text {kin }}$ | kinetic energy |
| $W_{\text {kin }}^{\circ}$ | modified kinetic energy |
| $W_{\text {kin }}^{n}$ | kinetic energy at time step $n$ |
| $w_{\text {int }}(\mathbf{E})$ | strain energy function |
| $W_{\text {int }}$ | internal energy |
| $W_{\text {int }}^{n}$ | internal energy at time step $n$ |
| $W_{\text {ext }}$ | external energy |
| $W_{\text {ext }}^{n}$ | external energy at time step $n$ |
| $W_{\text {damp }}$ | damping energy |
| $W_{\text {damp }}^{n}$ | damping energy at time step $n$ |
| $W_{\text {cont }}$ | contact energy |
|  | contact energy at time step $n$ |


| W | global dimensionless projection matrix |
| :---: | :---: |
| $\mathrm{w}_{e}$ | dimensionless projection matrix of element $e$ |
| $x$ | coordinate |
| x | position vector of a material point in the current configuration |
| X | position vector of a material point in the reference configuration |
| Y | global mass matrix on the space $\mathbf{V}$ |
| $\mathbf{y}_{e}$ | mass matrix on the space $\mathbf{V}$ of element $e$ |
| Z | global vector of the discrete reaction forces |
|  | complex number |

## Greek letters



| $\lambda^{\circ}$ | added mass |
| :---: | :---: |
| $\lambda_{e}^{\circ}$ | added mass of element $e$ |
| $\tilde{\lambda}^{\circ}$ | added inverse mass |
| $\Lambda$ | diagonal matrix with eigenvalue $\lambda_{i}$ on the $i^{\text {th }}$ diagonal entry |
| $\mu$ | second Lamé parameter |
| $\nu$ | Poisson's ratio |
| $\xi$ | local coordinate |
| $\rho_{0}, \rho$ | density in reference/current configuration |
| $\rho_{i}$ | arbitrary coefficients to construct a density distribution |
| $\sigma_{\text {PK1 }}$ | first Piola-Kirchhoff stress tensor |
| $\sigma$ | linearized stress (in Voigt notation) |
| $\sigma_{y}$ | yield stress |
| $\sigma_{\infty}, \sigma_{\exp }$ | hardening parameters |
| $\phi$ | placement function |
| $\phi_{i}$ | $i^{\text {th }}$ eigenvector of the system |
| $\phi_{i}^{e}$ | $i^{\text {th }}$ eigenvector of element $e$ |
| $\phi_{i}^{\text {L }}$ | $i^{\text {th }}$ left eigenvector of the system |
| $\phi_{i}^{\text {L, }, e}$ | $i^{\text {th }}$ left eigenvector of element $e$ |
| $\phi^{0}$ | initial eigenvector in the iterative eigenvalue estimate |
| $\phi^{i}$ | eigenvector of iteration $i$ in the iterative eigenvalue estimate |
| $\varphi_{i}$ | $i^{\text {th }}$ eigenvector of the symmetric system after Cholesky decomposition |
| $\Phi$ | matrix containing all eigenvectors $\phi_{i}$ |
| $\chi$ | linear momentum ansatz function matrix |
| $\chi_{i}$ | $i^{\text {th }}$ linear momentum ansatz function |
| $\hat{\chi}$ | intermediate matrix for computing the linear momentum ansatz function matrix, before scaling with the local and global support |
| $\tilde{\chi}$ | intermediate matrix for computing the linear momentum ansatz function matrix, before scaling with the global support |
| $\tilde{\chi}_{\text {mod }}$ | intermediate matrix for computing the linear momentum ansatz function matrix, before scaling with the global support, modified due to Dirichlet boundary conditions |
| $\Psi_{i}^{\mathrm{xD}}$ | velocity ansatz function matrix for the x -dimensional case with constant ( $i=1$ ), rigid-body motion ( $i=2$ ), decoupled up to linear $(i=3)$ or complete up to linear $(i=4)$ ansatz space |


| $\Psi$ | velocity ansatz function matrix |
| :---: | :---: |
| $\psi^{0}$ | initial vector in the iterative eigenvalue estimate |
| $\psi^{i}$ | vector of iteration $i$ in the iterative eigenvalue estimate |
| $\Omega_{0}, \Omega$ | domain of a body in the reference/current configuration |
| $\Omega_{e}$ | element domain |
| $\Omega$ | dimensionless circular frequency of a plane wave (in the GDA in Chapter 4) |
| $\omega$ | circular frequency of a plane wave (in the GDA in Chapter 4) |
| $\omega$ | eigenfrequency of a 1-dof system |
| $\omega^{\circ}$ | scaled eigenfrequency of a 1-dof system |
| $\omega_{i}$ | $i^{\text {th }}$ eigenfrequency of the system |
| $\omega_{i}^{e}$ | $i^{\text {th }}$ eigenfrequency of the element $e$ |
| $\omega_{\text {max }}$ | maximum eigenfrequency of the system |
| $\omega_{\text {max }}^{\text {LMM }}$ | maximum eigenfrequency of the system for the lumped mass matrix |
| $\omega_{\text {max }}^{\text {LMM, pen }}$ | maximum eigenfrequency of the system for the lumped mass matrix with penalty contact |
| $\omega_{\text {max }}^{\text {row-wise }}$ | maximum eigenfrequency for the reciprocal mass matrix with the row-wise Gershgorin estimate |
| $\omega_{\text {max }}^{\text {col-wise }}$ | maximum eigenfrequency for the reciprocal mass matrix with the column-wise Gershgorin estimate |
| $\omega_{\text {max }}^{\text {symm }}$ | maximum eigenfrequency for the reciprocal mass matrix with the symmetric Gershgorin estimate |

## 1

## Introduction


#### Abstract

The present work deals with the development of variationally consistent inertia templates for speed-up and customization in explicit dynamics. Before the title and therewith the goals of this thesis are explained in more detail, a short introduction to the topic is provided and the topic is classified in the field of numerical computations for structural mechanics. Finally, this first chapter closes with an explanation of the structure of the present work.


### 1.1 Motivation and goal of the work

Numerical computations are used in many engineering disciplines, for example in mechanical and automotive engineering, in civil engineering, as well as in medical engineering or packaging industry, to mention only a few. The purpose of numerical computations is to better understand and optimize processes or products. Simulations often replace measurements in the early development stage and thus help to save time and money in the development process. They are used in areas where the effects of failure are serious and of significant importance, such as when modelling the collision of cars, the stability failure of shell structures or when simulating medical products and surgeries, see Figure 1.1 (left and middle).

These days, simulations are also used to model processes in detail which seem to have only small impact on the customer but may provide a decisive competitive advantage for a company over their competitors. Examples from the packaging industry are the simulation of the opening process of a beverage package to optimize the sealing cap (Confalonieri et al. 2018) or the simulation of the folding process of a beverage package (Robertsson et al. 2018) as illustrated in Figure 1.1 (right). Especially due to improved computer capacities and the urge to increase efficiency and digitize


Figure 1.1: Possible application fields for numerical simulations: car crash (left), simulation of a nitinol stent (middle) and simulation of the folding process of a beverage package (right). Pso (2006) (CC BY-SA 3.0), Bonsignore (2017) (CC BY 2.0), Robertsson et al. (2018).
processes, numerical calculations have become more and more important in the recent decades and will probably become even more important in the future.

The most important numerical computational method in structural mechanics is the finite element method (FEM), where the domain is divided into elements of simple shape, whose deformation is easy to describe. The finite element method was developed in the 1960's and it was initially applied to structural problems. Later, it was understood that the same method can be applied to any problem described by partial differential equations, where the analytical solution is often difficult or impossible to obtain. Apart from structural mechanics, the finite element method is for example used in acoustics, thermal analyses or coupled problems like electromagnetics, piezoelectrics or fluid-structure interaction problems.

The present work focuses on structural mechanical problems, where inertia effects can not be neglected, i.e. structural dynamics. In order to solve a problem in structural dynamics, the finite element method is usually applied first to discretize in space and obtain the semi-discrete equation of motion. Then, a solution in the time or frequency domain is carried out. In the present work, explicit time discretization with the central difference method is used, which is applied for example in car crash, deep drawing or drop test simulations to robustly model highly nonlinear processes. The advantage of the explicit time discretization algorithm over the implicit one is that no iterative solution of the balance equation on the global level is necessary. However, the method allows only small time steps due to its conditional stability.

In the past, many methodological ideas to speed-up explicit dynamic finite element analyses were suggested. One idea is for example to increase the efficiency directly by using more efficient finite element formulations, i.e. the computational effort for the internal force computation is reduced. This is for example the case for one-point integrated

4-node quadrilateral and 8-node hexahedral solid finite elements with hourglass stabilization of Flanagan and Belytschko (1984) and Belytschko and Bindeman (1991). For these reduced integrated elements, the reduction of the computational effort is proportional to the number of saved integration points. Additionally to the fact that the one-point integrated elements are very efficient, they are locking-free. Therefore, they provide a more accurate solution with a coarse mesh than standard finite element formulations for many problems. Thus, alternatively to focusing on more efficient finite element formulations, more accurate finite element formulations can as well be of interest to speed-up explicit analyses. Recently, a locking-free finite element for explicit dynamics based on the method of incompatible modes was for example proposed by Mattern et al. (2015).

A third approach to speed-up explicit analysis, which as well manipulates the finite element formulation, is mass scaling. A modification of the mass matrix allows an increase of the stable time step size and therefore less time steps are needed for the simulation. The original implementation of this idea is conventional mass scaling, where by a simple artificial increase of the density the allowable time step is increased. On one side, this method preserves the diagonal structure of the mass matrix. On the other side, the increase of the density influences all eigenfrequencies equally and therefore the method is to be applied only locally to the few small or stiff elements which limit the time step.

The idea of conventional mass scaling was further developed in the form of algebraic selective mass scaling approaches for solid as well as for shell finite elements. In the approach of selective mass scaling, not all eigenfrequencies of the system or the element are equally decreased, but only selective modes are altered (cf. Cocchetti et al. (2013, 2015); Confalonieri et al. (2015); Olovsson et al. (2005, 2004)). Since not all modes always participate in the transient solution, the relevant - usually lowfrequency modes - are kept unaltered, whereas the high-frequency modes are influenced by the mass scaling parameter.

In the present work, variationally consistent inertia templates for speed-up and customization in explicit dynamics are provided. According to the title, three different aspects are included:

- The work is based on a variational formulation.
- Both mass matrices and reciprocal (i.e. inverse) mass matrices are considered.
- The proposed method does not only aim for a substantial speed-up with respect to the usual diagonal mass matrix but it can also be used for customization (i.e. tuning for specific needs like optimal low-frequency accuracy).

These three aspects are further explained in the following.
Both this work and the prior work of Tkachuk (2013) make use of a variational formulation based on Hamilton's principle with three independent unknowns: the displacement, the velocity and the linear momentum. Presupposing a correct choice of ansatz spaces - which will also be an important topic of this work - consistency is guaranteed and consequently the inertia patch test (cf. Tkachuk (2013)) is successfully passed.

The earlier mentioned selective mass scaling approaches provided an alternative to the commonly used lumped mass matrix. However, the obtained mass matrix is nondiagonal. Therefore, a linear system of equations has to be solved in every time step. In this work, both alternative mass matrices as well as so-called reciprocal mass matrices are considered. The latter were first proposed by Tkachuk and Bischoff (2015) for simplex elements in a variational setup. The basic idea of the reciprocal mass matrix is to directly construct an inverse mass matrix so that the nodal accelerations are easily obtained from the total force vector without the need of solving a linear system of equations. Since both mass and reciprocal mass matrices result from the same formulation, they are united in the terminology 'inertia matrices'. (Similarly, the terms 'inertia templates' or 'inertia scaling' are used herein instead of 'mass scaling' or 'mass templates' to emphasize that both mass matrices and reciprocal mass matrices are considered.)

While in the context of mass scaling the goal is to obtain a significant speed-up with respect to the lumped mass matrix, the developed inertia template can not only be tuned for large speed-up, but also systematically for other customization goals. A systematic tuning of the introduced free parameters (which justify the term 'template') allows for example a more accurate solution than it can be obtained with the consistent mass matrix, by tuning the template to a higher-order accurate mass or reciprocal mass matrix.

The present work focuses especially on three aspects of variationally consistent inertia templates for solid finite elements: First, the existing variational formulation is critically examined and its appropriate ansatz spaces, especially for inhomogeneous density distributions, are discussed. Second, the idea of customization is applied to tune the obtained template for specific needs. Third, an appropriate time step estimate for reciprocal mass matrices is proposed.

In the following, the objectives of the present work are further examined and formulated in form of questions which are to be answered:

- The variationally consistent reciprocal mass matrices were initially only proposed for simplex elements by Tkachuk and Bischoff (2015), i.e. for 2-node rods, 3 -node triangles and 4 -node tetrahedrons in 1-D to 3 -D. Is it possible to extend
the idea of directly constructed variationally consistent reciprocal mass matrices to a wide range of solid elements? Which speed-up can be obtained?
- In combination with heterogeneous media surprisingly bad results were observed with the initially proposed reciprocal mass matrices by Tkachuk and Bischoff (2015). Even consistency was observed to be violated. Does a consistent formulation with improved performance with respect to the existing formulation for heterogeneous media exist?
- In previous works, the variationally constructed mass and inverse mass matrices were only used in the context of mass scaling to increase the critical time step and to allow computations with larger time steps. Is there a systematic way to choose optimal ansatz spaces for a specific customization goal? Apart from maximum speed-up customization goals could be higher-order low-frequency accuracy or improved disperison behaviour. Which requirements do the ansatz spaces have to meet to guarantee stability?
- To date, the maximum eigenfrequency to determine the critical time step is obtained from the eigenvalue problem on the global level, e.g. by the forward iteration method. This provides an accurate, but very expensive estimate. Is there a conservative and efficient alternative on the local level to determine the critical time step for reciprocal mass matrices?


### 1.2 Structure of the work

The present work is structured as follows: In Chapter 2 the basics to understand this work are reviewed. This includes a review of basic continuum mechanics, the spatial discretization by the finite element method and the temporal discretization by the central difference method. In this work, the semi-discrete equation of motion is derived based on Hamilton's principle. The equivalence with the standard approach, where the semi-discrete equation is derived from the virtual work principle, is shown. The chapter closes with a summary of existing work in the field of inertia scaling and finite element templates, which form the basis of the developments presented in the following chapters. In Chapter 3 the variational framework for the inertia templates is presented. The chapter concentrates mainly on reciprocal mass matrices, since many aspects have no influence on the variationally scaled mass matrices, but are crucial for the reciprocal ones. The focus in this chapter is on the appropriate choice of ansatz functions to guarantee consistency and stability for non-constant density and the generalization of the construction for non-simplex solid finite elements. The findings are verified by
inertia patch tests. While Chapter 3 focuses on the minimal requirements for consistency, Chapter 4 aims to provide a framework that allows tuning of the proposed mass and inverse mass matrices for specific needs. The core element for this purpose is a novel multi-parametric template, allowing the systematic investigation of various ansatz spaces for spatial discretization. A possible customization goal is for example the tuning towards optimal low-frequency accuracy. The customization is performed by analytical grid dispersion analyses in 1-D and 2-D by the example of B-spline finite elements. In Chapter 5 a novel, local time step estimate for reciprocal mass matrices is proposed. In Chapter 6 the advances made in this work are supported by numerical examples. First, the customization power of the proposed multi-parametric template is shown. Second, a two-material example is considered to illustrate the improvements that were made by the modifications in the ansatz spaces. Third, the conservativeness and efficiency of the novel local time step estimate is confirmed by the example of a highly distorted mesh in 2-D with penalty contact. The last example shows the applicability of the proposed method in the nonlinear regime. In Chapter 7 a summary is given and future perspectives for possible research are outlined.

## 2

## State of the art

In this chapter the basics to understand the present work are summarized. This includes a short summary of the basic continuum mechanics, spatial discretization by the finite element method and discretization in time by the central difference method, as well as a summary of the preliminary work in the field of inertia scaling and templates.

For further reading on continuum mechanics, the books of Holzapfel (2010) and Wriggers (2001) are suggested. Details on finite element fundamentals can for example be found in Belytschko et al. (2014) and in Zienkiewicz and Taylor (2006). Algorithmic details are comprehensively described in the book of Bathe (1982) on finite element procedures. Variational principles in dynamics, which are the starting point for inertia templates, are for example described in Washizu (1982) and Mura et al. (1992). For further reading on (mass) templates the papers of Felippa et al. (2015) and Felippa (2004) are recommended as a good starting point.

### 2.1 Basic continuum mechanics

Even though most of the methodical developments presented in this work can be explained equally well in a linear and a nonlinear setting, the description is started from the more general case of nonlinear continuum mechanics. Later, simplifications are introduced wherever used.

### 2.1.1 Motion

The deformation and motion of a continuous body, which can generally be a solid or a fluid, is described by distinguishing between its reference and current configuration as shown in Figure 2.1. The continuous body consists of material points $\mathcal{P}$, which have at


Figure 2.1: Deformation of a body, reference and current configuration.
any time $t$ a unique position in the Euclidean point space $\mathcal{E}^{3}$ with the current position

$$
\begin{equation*}
\mathbf{x}=\phi(\mathbf{X}, t), \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}$ is the spatial or Eulerian coordinate and $\phi$ is the placement function mapping from the reference to the current configuration. Herein, as it is usually the case in solid mechanics, a Lagrangian description is used, i.e. the independent variable is the material coordinate $\mathbf{X}$ and all quantities are expressed in dependence of the material coordinate $\mathbf{X}$ and time $t$. The displacement $\mathbf{u}$ of a material point is expressed by the difference of the current and the reference position with

$$
\begin{equation*}
\mathbf{u}(\mathbf{X}, t)=\mathbf{x}(\mathbf{X}, t)-\mathbf{X} \tag{2.2}
\end{equation*}
$$

The velocity $\mathbf{v}$ and the acceleration a are expressed by

$$
\begin{align*}
& \mathbf{v}(\mathbf{X}, t)=\frac{\partial \mathbf{u}(\mathbf{X}, t)}{\partial t}=\dot{\mathbf{u}}  \tag{2.3}\\
& \mathbf{a}(\mathbf{X}, t)=\frac{\partial \mathbf{v}(\mathbf{X}, t)}{\partial t}=\dot{\mathbf{v}} \tag{2.4}
\end{align*}
$$

Here, the time derivative is taken with $\mathbf{X}$ held constant, also referred to as the material time derivative.

### 2.1.2 Deformation and strain measures

In nonlinear continuum mechanics the deformation of a body is described by the deformation gradient

$$
\begin{equation*}
\mathbf{F}(\mathbf{X}, t)=\frac{\partial \mathbf{x}(\mathbf{X}, t)}{\partial \mathbf{X}}=\operatorname{Grad} \mathbf{x}=\mathbf{I}+\operatorname{Grad} \mathbf{u} \tag{2.5}
\end{equation*}
$$

where $\operatorname{Grad}($.$) is the differential operator with respect to the reference configuration with$ $\operatorname{Grad}()=.\frac{\partial(.)}{\partial \mathbf{X}} . \mathbf{I}$ is the second-order identity tensor. With the help of the deformation gradient $\mathbf{F}$ the mapping of an infinitesimal material fiber $\mathrm{d} \mathbf{X}$ in the initial configuration to its position $\mathrm{d} \mathbf{x}$ in the current configuration is described by linear mapping with

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\mathbf{F} \mathrm{d} \mathbf{X} \tag{2.6}
\end{equation*}
$$

In order to measure the straining many different strain measures exist. One is the Green-Lagrangian strain

$$
\begin{align*}
\mathbf{E} & =\frac{1}{2}(\overline{\mathbf{C}}-\mathbf{I})=\frac{1}{2}\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}-\mathbf{I}\right)=\frac{1}{2}\left((\mathbf{I}+\operatorname{Grad} \mathbf{u})^{\mathrm{T}}(\mathbf{I}+\operatorname{Grad} \mathbf{u})-\mathbf{I}\right) \\
& =\frac{1}{2}\left(\operatorname{Grad}^{\mathrm{T}} \mathbf{u}+\operatorname{Grad} \mathbf{u}+\operatorname{Grad}^{\mathrm{T}} \mathbf{u} \operatorname{Grad} \mathbf{u}\right) \tag{2.7}
\end{align*}
$$

$\overline{\mathbf{C}}$ is the right Cauchy-Green tensor. Linearization of the Green-Lagrangian strain $\mathbf{E}$ (as well as any other strain) results in the linearized (or engineering) strain

$$
\begin{equation*}
\boldsymbol{\varepsilon}=\frac{1}{2}\left(\operatorname{Grad}^{\mathrm{T}} \mathbf{u}+\operatorname{Grad} \mathbf{u}\right) \tag{2.8}
\end{equation*}
$$

The engineering strain $\varepsilon$ is inappropriate for large deformations, since large rigid body rotations result in nonzero strains. For large displacements and rotations but small strains usually the Green-Lagrangian strain measure $\mathbf{E}$ is used. In case of large strains the logarithmic strain provides reasonable results.

### 2.1.3 Stress measures and constitutive equations

The true, physical stresses are measured by the Cauchy stresses $\mathbf{T}$, which are related to the current (deformed) configuration. They are related to the traction $\mathbf{t}$ acting on an arbitrary cutting surface by Cauchy's theorem with

$$
\begin{equation*}
\mathbf{t}(\mathbf{X}, \mathbf{n}, t)=\mathbf{T}(\mathbf{X}, t) \mathbf{n} \tag{2.9}
\end{equation*}
$$

where $\mathbf{n}$ is the outer normal of the cutting surface. Through a covariant pull-back to the reference configuration, the second Piola-Kirchhoff stress $\mathbf{S}$ is obtained resulting in

$$
\begin{equation*}
\mathbf{S}=(\operatorname{det} \mathbf{F}) \mathbf{F}^{-1} \mathbf{T F}^{-\mathbf{T}}, \tag{2.10}
\end{equation*}
$$

i.e. the second Piola-Kirchhoff stresses are fully related to the reference configuration.

## Saint Venant-Kirchhoff material model

The most simple material law relating the energetically conjugate Green-Lagrangian strain $\mathbf{E}$ and the second Piola-Kirchhoff stress $\mathbf{S}$ is the Saint Venant-Kirchhoff material model with

$$
\begin{equation*}
\mathrm{S}=\stackrel{4}{\mathrm{C}} \mathrm{E}, \tag{2.11}
\end{equation*}
$$

where $\stackrel{4}{\mathrm{C}}$ is the fourth-order material tensor. Eq. (2.11) describes a hyperelastic material, valid in the small strain regime only. Hyperelastic material laws are derived from a potential, thus the material tensor can be derived from the strain energy function $w_{\text {int }}(\mathbf{E})$ with

$$
\begin{equation*}
\stackrel{4}{\mathbf{C}}=\frac{\partial^{2} w_{\text {int }}(\mathbf{E})}{\partial \mathbf{E} \partial \mathbf{E}} \quad \text { where } \quad w_{\text {int }}(\mathbf{E})=\frac{1}{2} \mathbf{E} \cdot \mathbf{S} \tag{2.12}
\end{equation*}
$$

with $(\bullet) \cdot(\bullet)$ being the scalar product of two tensors. For isotropic linear elastic material behavior the material tensor is

$$
\begin{equation*}
\stackrel{4}{\mathbf{C}}=2 \mu(\mathbf{I} \otimes \mathbf{I})^{\frac{23}{\mathrm{~T}}}+\lambda(\mathbf{I} \otimes \mathbf{I}), \tag{2.13}
\end{equation*}
$$

where $(\bullet)^{\frac{23}{T}}$ is the transposition of the second and third component of the symmetric fourth order tensor $(\mathbf{I} \otimes \mathbf{I})$ resulting from the diadic product of the second order identity tensor $\mathbf{I}$ with itself. The material parameters $\mu$ and $\lambda$ are the Lamé parameters. They are related to the elastic modulus $E$ and Poisson's ratio $\nu$ through

$$
\begin{align*}
\lambda & =\frac{\nu E}{(1+\nu)(1-2 \nu)},  \tag{2.14}\\
\mu & =\frac{E}{2(1+\nu)} . \tag{2.15}
\end{align*}
$$

In a geometrically linear setting, where only small rotations occur, the Saint VenantKirchhoff material law reduces to Hooke's law relating the linearized strain $\varepsilon$ to the
linearized stress $\boldsymbol{\sigma}$ by the elastic modulus $\mathbf{D}$ with

$$
\begin{equation*}
\sigma=\mathbf{D} \varepsilon \tag{2.16}
\end{equation*}
$$

in Voigt notation.

## Neo-Hookean material model

For large strains, elastic material behavior can be described by the Neo-Hookean material model. The Neo-Hookean material model is as well a hyperelastic material model. The strain energy function of a compressible, isotropic Neo-Hookean material is

$$
\begin{equation*}
w_{\mathrm{int}}(\mathbf{E})=\frac{1}{2} \mu(\operatorname{tr}(\overline{\mathbf{C}})-3)-\mu \ln (\operatorname{det} \mathbf{F})+\frac{1}{2} \lambda(\ln (\operatorname{det} \mathbf{F}))^{2}, \tag{2.17}
\end{equation*}
$$

where the determinant of the deformation gradient and the right Cauchy-Green tensor are related through

$$
\begin{equation*}
\operatorname{det}(\mathbf{F})=(\operatorname{det}(\overline{\mathbf{C}}))^{\frac{1}{2}} \tag{2.18}
\end{equation*}
$$

and the right Cauchy-Green tensor and the Green-Lagrangian strain are related through eq. (2.7). The latter relation allows a transformation of the partial derivative with respect to the Green-Lagrangian strain to a partial derivative with respect to the right Cauchy-Green tensor by

$$
\begin{equation*}
\frac{\partial \bullet}{\partial \mathbf{E}}=2 \frac{\partial \bullet}{\partial \overline{\mathbf{C}}} . \tag{2.19}
\end{equation*}
$$

Thus, the stress-strain relation is obtained by

$$
\begin{align*}
\mathbf{S} & =\frac{\partial w_{\text {int }}(\mathbf{E})}{\partial \mathbf{E}}=2 \frac{\partial w_{\text {int }}(\overline{\mathbf{C}})}{\partial \overline{\mathbf{C}}}=\mu\left(\mathbf{I}-\overline{\mathbf{C}}^{-1}\right)+\lambda \ln (\operatorname{det}(\overline{\mathbf{C}}))^{\frac{1}{2}} \overline{\mathbf{C}}^{-1}  \tag{2.20}\\
& =\mu\left(\mathbf{I}-\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}\right)^{-1}\right)+\lambda \ln (\operatorname{det} \mathbf{F})\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}\right)^{-1} .
\end{align*}
$$

All hyperelastic materials (in contrast to hypoelastic materials) share the property that they are path-independent, reversible and nondissipative.

### 2.1.4 Conservation equations

The conservation (or balance) laws state that specific quantities must be preserved in closed physical systems. Later, we will see that these equations may be violated in the
discrete setting, e.g. for conventional mass scaling, where the density is altered and thus the mass is increased for numerical reasons. The conservation equations stated in the following may also serve as an a priori condition for the development of inertia templates. The equations stated in the following are formulated in the local form in the Lagrangian description.

## Conservation of mass

The balance of mass states that in a closed system the mass of a body is constant during deformation, i.e.

$$
\begin{equation*}
\rho(\mathbf{X}, t) \operatorname{det} \mathbf{F}(\mathbf{X}, t)=\rho_{0}(\mathbf{X}), \tag{2.21}
\end{equation*}
$$

where $\rho_{0}$ is the initial density $\rho(\mathbf{X}, 0)$.

## Conservation of linear momentum

The balance of linear momentum states that the temporal change of the linear momentum is equal to the sum of all the forces acting on the body, i.e.

$$
\begin{equation*}
\rho_{0} \frac{\partial \mathbf{v}(\mathbf{X}, t)}{\partial t}=\operatorname{Div} \boldsymbol{\sigma}_{\mathrm{PK} 1}+\rho_{0} \hat{\mathbf{b}}, \tag{2.22}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{\text {PK1 }}$ is the first Piola-Kirchoff stress tensor and $\rho_{0} \hat{\mathbf{b}}$ is the body load. $\operatorname{Div}($.$) is$ the divergence operator with respect to the reference configuration.

## Conservation of angular momentum

The balance of angular momentum states that the temporal change of the angular momentum is equal to the sum of all the moments of all forces acting on the body. From this law results the symmetry of the second Piola-Kirchhoff stress $\mathbf{S}=\mathbf{S}^{\mathrm{T}}$ and the Cauchy stress tensor with $\mathbf{T}=\mathbf{T}^{\mathrm{T}}$. Note that the first Piola-Kirchhoff stress tensor is not symmetric, i.e. $\boldsymbol{\sigma}_{\mathrm{PK} 1} \neq \boldsymbol{\sigma}_{\mathrm{PK} 1}^{\mathrm{T}}$.

## Conservation of mechanical energy

The balance of energy, or herein simplified to the balance of mechanical energy for isothermal processes, is a direct consequence from the momentum balance, stating that
the temporal change of the kinetic and the internal energy $W_{\text {kin }}$ and $W_{\text {int }}$ is equal to the sum of the mechanical power $P$ resulting from external forces.

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(W_{\text {kin }}+W_{\mathrm{int}}\right)=P \tag{2.23}
\end{equation*}
$$

with

$$
\begin{align*}
W_{\text {kin }} & =\int_{\Omega_{0}} \frac{1}{2} \rho_{0} \mathbf{v}^{\mathrm{T}} \mathbf{v} \mathrm{~d} \Omega_{0},  \tag{2.24}\\
W_{\text {int }} & =\int_{\Omega_{0}} w_{\text {int }}(\mathbf{E}) \mathrm{d} \Omega_{0},  \tag{2.25}\\
P & =\int_{\Omega_{0}} \rho_{0} \hat{\mathbf{b}}^{\mathrm{T}} \mathbf{v} \mathrm{~d} \Omega_{0}+\int_{\Gamma_{0}} \hat{\mathbf{t}}^{\mathrm{T}} \mathbf{v} \mathrm{~d} \Gamma_{0} . \tag{2.26}
\end{align*}
$$

The integration is carried out over the reference domain $\Omega_{0}$ and its boundary $\Gamma_{0}$.

### 2.1.5 Equilibrium equation

In applications where the load is applied slowly and inertia effects are negligible, the momentum eq. (2.22) reduces to the equilibrium equation

$$
\begin{equation*}
\operatorname{Div} \boldsymbol{\sigma}_{\mathrm{PK} 1}+\rho_{0} \hat{\mathbf{b}}=\mathbf{0}, \tag{2.27}
\end{equation*}
$$

describing a static, time-independent problem. Eq. (2.27) describes an elliptic problem, whereas eq. (2.22) describes a hyperbolic problem.

If inertia and damping effects are negligible, but a time dependency, e.g. of the loading, is present, the problem is called quasi-static. Within the present work, dynamic problems are considered.

### 2.1.6 The strong form of the initial boundary value problem (IBVP)

In order to completely describe a dynamic problem, additionally to the kinematic equation, the constitutive equation and the equation of linear momentum, the initial and boundary conditions are required. They complete the so-called initial boundary value problem (IBVP). At the boundary either the displacement or the traction is prescribed
with $\hat{\mathbf{u}}$ and $\hat{\mathbf{t}}$ on $\Gamma_{u}$ and $\Gamma_{\sigma}$, respectively, with

$$
\begin{array}{ll}
\mathbf{u}(\mathbf{X}, t)=\hat{\mathbf{u}} & \text { on } \Gamma_{u}, \\
\mathbf{T}(\mathbf{X}, t) \mathbf{n}=\hat{\mathbf{t}} & \text { on } \Gamma_{\sigma} . \tag{2.28}
\end{array}
$$

For the boundary $\Gamma_{0}$ it holds:

$$
\begin{equation*}
\Gamma_{u} \cap \Gamma_{\sigma}=\varnothing, \quad \Gamma_{u} \cup \Gamma_{\sigma}=\Gamma_{0} . \tag{2.29}
\end{equation*}
$$

Since eq. (2.22) is a differential equation of second order in time, two initial conditions are required. The displacement and velocity at time $t=t_{0}$ are prescribed by

$$
\begin{align*}
\mathbf{u}\left(\mathbf{X}, t_{0}\right) & =\mathbf{u}_{0}(\mathbf{X}),  \tag{2.30}\\
\dot{\mathbf{u}}\left(\mathbf{X}, t_{0}\right) & =\mathbf{v}_{0}(\mathbf{X}) . \tag{2.31}
\end{align*}
$$

For nonlinear elasto-dynamics in the small strain regime, the strong form of the IBVP can then be summarized for a time interval $\left(t_{0}, t_{\text {end }}\right]$ to

$$
\begin{cases}\rho_{0} \ddot{\mathbf{u}}=\operatorname{Div} \boldsymbol{\sigma}_{\mathrm{PK} 1}+\rho_{0} \hat{\mathbf{b}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega_{0}  \tag{2.32}\\ \mathbf{E}=\frac{1}{2}\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}-\mathbf{I}\right) \text { with } \mathbf{F}=\mathbf{I}+\operatorname{Grad} \mathbf{u} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega_{0} \\ \mathbf{S}=\stackrel{4}{\mathbf{C}} \mathbf{E} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega_{0} \\ \mathbf{u}(\mathbf{X}, t)=\hat{\mathbf{u}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Gamma_{u} \\ \mathbf{T}(\mathbf{X}, t) \mathbf{n}=\hat{\mathbf{t}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Gamma_{\sigma} \\ \mathbf{u}(\mathbf{X}, 0)=\mathbf{u}_{0}(\mathbf{X}) & \text { in } \Omega_{0} \\ \dot{\mathbf{u}}(\mathbf{X}, 0)=\mathbf{v}_{0}(\mathbf{X}) & \text { in } \Omega_{0} .\end{cases}
$$

In eq. (2.32) the Green-Lagrangian strain measure and the Saint Venant-Kirchhoff material model are used. For linear elasto-dynamics, the strong form of the IBVP reduces to

$$
\begin{cases}\rho \ddot{\mathbf{u}}=\mathbf{L}^{\mathrm{T}} \boldsymbol{\sigma}(\mathbf{u})+\rho \hat{\mathbf{b}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega  \tag{2.33}\\ \boldsymbol{\varepsilon}=\mathbf{L} \mathbf{u} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega \\ \boldsymbol{\sigma}=\mathbf{D} \boldsymbol{\varepsilon} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Omega \\ \mathbf{u}=\hat{\mathbf{u}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Gamma_{u} \\ \boldsymbol{\sigma} \mathbf{n}=\hat{\mathbf{t}} & \text { in }\left(t_{0}, t_{\text {end }}\right] \times \Gamma_{\sigma} \\ \mathbf{u}\left(., t_{0}\right)=\mathbf{u}_{0} & \text { in } \Omega \\ \dot{\mathbf{u}}\left(., t_{0}\right)=\mathbf{v}_{0} & \text { in } \Omega,\end{cases}
$$

where $\mathbf{L}$ is the differential operator of the problem. For small strains, no distinction between different strain and stress measures or density in reference and current configuration is required.

Since it is not of importance for the derivation of the variationally consistent inertia templates, whether a linear or nonlinear setting is considered, in the following derivations a linear setting is used for simplicity. Later in the present work, necessary modifications for a general nonlinear setup are discussed. A possible reason for necessary modifications is that the proposed inertia templates can depend on the position and the position has to be updated in case of large rotations.

### 2.1.7 The virtual work principle as weak form

For the spatial discretization by the finite element method a weak form of the IBVP is needed. The weak form can be obtained by the method of weighted residuals. To obtain the weak form, the linear momentum equation and the force boundary condition are satisfied in a weak sense. The kinematic equation, the material law and the displacement boundary condition are subsidiary conditions and satisfied in a strong sense. According to the method of weighted residuals, the equations to be satisfied in a weak sense are to be multiplied with a test function $\delta \mathbf{u}^{\mathrm{T}}$ and integrated over the domain $\Omega$ (or the boundary $\Gamma$ ),

$$
\begin{equation*}
\int_{\Omega} \delta \mathbf{u}^{\mathrm{T}}\left(\rho \ddot{\mathbf{u}}-\mathbf{L}^{\mathrm{T}} \boldsymbol{\sigma}-\rho \hat{\mathbf{b}}\right) \mathrm{d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}}(\hat{\mathbf{t}}-\boldsymbol{\sigma} \mathbf{n}) \mathrm{d} \Gamma_{\sigma}=0 \tag{2.34}
\end{equation*}
$$

Integration by parts in space yields

$$
\begin{equation*}
-\int_{\Omega} \delta \mathbf{u}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}} \boldsymbol{\sigma} \mathrm{~d} \Omega=\int_{\Omega}\left(\delta \mathbf{u}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}}(\boldsymbol{\sigma} \mathbf{n}) \mathrm{d} \Gamma_{\sigma} . \tag{2.35}
\end{equation*}
$$

Inserting the right-hand side of eq. (2.35) into eq. (2.34) results in the weak form

$$
\begin{equation*}
\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \ddot{\mathbf{u}} \mathrm{~d} \Omega+\int_{\Omega}\left(\delta \mathbf{u}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma}=0 . \tag{2.36}
\end{equation*}
$$

The individual virtual work terms can be named as the virtual kinetic energy $\delta W_{\text {kin }}$, the virtual internal energy $\delta W_{\text {int }}$ and the virtual external energy $\delta W_{\text {ext }}$ with

$$
\begin{align*}
& \delta W_{\text {kin }}=\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \ddot{\mathbf{u}} \mathrm{~d} \Omega,  \tag{2.37}\\
& \delta W_{\text {int }}=\int_{\Omega}\left(\delta \mathbf{u}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega,  \tag{2.38}\\
& \delta W_{\text {ext }}=-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma} . \tag{2.39}
\end{align*}
$$

The virtual work principle can then be written as

$$
\begin{equation*}
\delta W_{\mathrm{kin}}+\delta W_{\mathrm{int}}+\delta W_{\mathrm{ext}}=0 \tag{2.40}
\end{equation*}
$$

and can be used as starting point for the discretization in space to obtain the semidiscrete equation of motion.

Note that only one independent field, namely the displacement $\mathbf{u}$ is used here. Alternative variational principles as starting point for the finite element discretization are the Hellinger-Reissner principle with independent displacements $\mathbf{u}$ and stresses $\boldsymbol{\sigma}$ and the Hu-Washizu principle with independent displacements $\mathbf{u}$, stresses $\boldsymbol{\sigma}$ and strains $\boldsymbol{\varepsilon}$. While standard displacement-based finite elements result from the virtual work principle, the Hellinger-Reissner principle and the Hu-Washizu principle are the basis for hybrid stress and enhanced assumed strain (EAS) finite elements, respectively. These alternative multi-field variational principles result in a modified stiffness matrix or more generally speaking in a modified internal force vector, avoiding artificial stiffening phenomena (locking).

The main focus of this work is to propose variationally consistent inertia templates. Therefore, the kinetic energy term needs to be modified. This modification is possible in a more elegant way by starting not from the strong form and applying the method of weighted residuals but starting from Hamilton's principle, where the kinetic energy is directly included. Both ways of derivation are equivalent, the latter one is described next.

### 2.1.8 Hamilton's principle

Hamilton's principle of elasto-dynamics (see e.g. Mura et al. (1992)), also called the principle of stationary action, states that the integral of the difference between the
kinetic and potential energy over time is stationary, i.e.

$$
\begin{equation*}
H(\mathbf{u})=\int_{t_{0}}^{t_{\text {end }}}\left(W_{\text {kin }}-\left(W_{\text {int }}+W_{\text {ext }}\right)\right) \mathrm{d} t \rightarrow \text { stat. } \tag{2.41}
\end{equation*}
$$

when the initial and end values of $\mathbf{u}$ are prescribed. Therein, the kinetic energy $W_{\text {kin }}$ and the potential energy, which consists of the sum of the internal energy $W_{\text {int }}$ and the external energy $W_{\text {ext }}$, are defined by

$$
\begin{align*}
W_{\text {kin }} & =\frac{1}{2} \int_{\Omega} \rho \dot{\mathbf{u}}^{\mathrm{T}} \dot{\mathbf{u}} \mathrm{~d} \Omega  \tag{2.42}\\
W_{\text {int }} & =\frac{1}{2} \int_{\Omega} \varepsilon^{\mathrm{T}} \mathbf{D} \boldsymbol{\varepsilon} \mathrm{~d} \Omega  \tag{2.43}\\
W_{\text {ext }} & =-\int_{\Omega} \rho \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma} . \tag{2.44}
\end{align*}
$$

Note that a single-field functional in $\mathbf{u}$ is used ${ }^{1}$. To satisfy eq. (2.41), the first variation must be zero, i.e.

$$
\begin{align*}
\delta H & =\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \rho \delta \dot{\mathbf{u}}^{\mathrm{T}} \dot{\mathbf{u}} \mathrm{~d} \Omega\right) \mathrm{d} t \\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \boldsymbol{\varepsilon}^{\mathrm{T}} \mathbf{D} \boldsymbol{\varepsilon} \mathrm{~d} \Omega-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma}\right) \mathrm{d} t=0 . \tag{2.45}
\end{align*}
$$

For the first term of eq. (2.45) integration by parts in time is used with

$$
\begin{equation*}
\int_{t_{0}}^{t_{\text {tend }}}\left(\int_{\Omega} \rho \delta \dot{\mathbf{u}}^{\mathrm{T}} \dot{\mathbf{u}} \mathrm{~d} \Omega\right) \mathrm{d} t=-\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \ddot{\mathbf{u}} \mathrm{~d} \Omega\right) \mathrm{d} t \tag{2.46}
\end{equation*}
$$

where $\delta \mathbf{u}=\mathbf{0}$ at time $t=t_{0}$ and $t=t_{\text {end }}$ ensures vanishing of the boundary term. With the right-hand side of eq. (2.46), the material equation and the kinematic equation the

[^0]weak form
\[

$$
\begin{align*}
\delta H= & -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \ddot{\mathbf{u}} \mathrm{~d} \Omega\right) \mathrm{d} t \\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega}\left(\delta \mathbf{u}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma}\right) \mathrm{d} t=0 \tag{2.47}
\end{align*}
$$
\]

is obtained, which is weak both in time and in space. Localization in time would yield again the weak form given in eq. (2.36).

Note that the first variation of Hamilton's principle can as well be used as starting point for the derivation of one- or two-field continuous or discontinuous Galerkin time discretization methods, cf. e.g. Cannarozzi and Mancuso (1995).

### 2.2 Discretization in space

In the following, the weak form of eq. (2.47) is discretized in space. Since the formulation is a standard one-field formulation with only one independent unknown, namely the displacement $\mathbf{u}$, discretization results in the standard equation of motion. In the first section, discretization resulting in a sparse, but non-diagonal, consistent mass matrix is considered. In the second section, different diagonalization techniques to obtain a diagonally lumped mass matrix for explicit dynamics are reviewed.

### 2.2.1 Semi-discretization with the consistent mass matrix (CMM)

Discretization of the weak form (eq. (2.47)) in space by the finite element method with Bubnov-Galerkin finite elements is considered. The displacement and its first variation are discretized by

$$
\begin{gather*}
\mathbf{u}(\mathbf{X}, t) \approx \mathbf{u}^{\mathrm{h}}(\mathbf{X}, t)=\mathbf{N}(\mathbf{X}) \mathbf{U}_{e}(t),  \tag{2.48}\\
\delta \mathbf{u}(\mathbf{X}, t) \approx \delta \mathbf{u}^{\mathrm{h}}(\mathbf{X}, t)=\mathbf{N}(\mathbf{X}) \delta \mathbf{U}_{e}(t), \tag{2.49}
\end{gather*}
$$

where $\mathbf{N}$ are the displacement ansatz functions and $\mathbf{U}_{e}(t)$ are the discrete displacements on the element level. Similarily, it holds for the acceleration

$$
\begin{equation*}
\ddot{\mathbf{u}}(\mathbf{X}, t) \approx \ddot{\mathbf{u}}^{\mathrm{h}}(\mathbf{X}, t)=\mathbf{N}(\mathbf{X}) \ddot{\mathbf{U}}_{e}(t) \tag{2.50}
\end{equation*}
$$

Introducing the discretization (2.49), (2.50) into the first variation of Hamilton's principle (2.47) results in

$$
\begin{align*}
\delta H_{e}= & -\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{U}_{e}^{\mathrm{T}} \int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega_{e} \ddot{\mathbf{U}}_{e}\right) \mathrm{d} t  \tag{2.51}\\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{U}_{e}^{\mathrm{T}}\left(\int_{\Omega_{e}}\left(\mathbf{N}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega_{e}-\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega_{e}-\int_{\Gamma_{\sigma e}} \mathbf{N}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma e}\right)\right) \mathrm{d} t
\end{align*}
$$

on the element level. Next, the standard consistent mass matrix

$$
\begin{equation*}
\mathbf{M}=\bigcup_{e} \mathbf{m}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega_{e}\right) \tag{2.52}
\end{equation*}
$$

can be defined, where $\bigcup_{e}$ is the assembly operator for vectors and matrices. The characteristics of the element mass matrix $\mathbf{m}_{e}$ are its matrix symmetry, physical symmetry, positivity and conservation of mass. The consistent mass matrix additionally preserves angular momentum, but this is an optional property for mass matrices which is for example not fulfilled by the row-sum lumped mass matrix (Felippa (2013a)). Additionally to the consistent mass matrix, the internal and external force vector are introduced with

$$
\begin{align*}
\mathbf{F}^{\mathrm{int}} & =\bigcup_{e} \mathrm{f}_{e}^{\mathrm{int}}=\bigcup_{e}\left(\int_{\Omega_{e}}\left(\mathbf{N}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega_{e}\right)  \tag{2.53}\\
\mathbf{F}^{\mathrm{ext}} & =\bigcup_{e} \mathrm{f}_{e}^{\mathrm{ext}}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega_{e}+\int_{\Gamma_{\sigma e}} \mathbf{N}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma e}\right) \tag{2.54}
\end{align*}
$$

Then, the semi-discrete equation of motion is obtained on the global level with

$$
\begin{equation*}
\mathbf{M} \ddot{U}=F^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}} . \tag{2.55}
\end{equation*}
$$

In explicit dynamics, the stiffness matrix is usually not required. Only in linear structural dynamics, the internal force $\mathbf{F}^{\text {int }}$ may be computed with

$$
\begin{equation*}
\mathbf{F}^{\mathrm{int}}=\mathbf{K} \mathbf{U}, \tag{2.56}
\end{equation*}
$$

where $\mathbf{K}$ is the stiffness matrix with

$$
\begin{equation*}
\mathbf{K}=\bigcup_{e} \mathbf{k}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \overline{\mathbf{B}}^{\mathrm{T}} \mathbf{D} \overline{\mathbf{B}} \mathrm{~d} \Omega_{e}\right) . \tag{2.57}
\end{equation*}
$$

Therein, $\overline{\mathbf{B}}$ is the strain-displacement operator with $\overline{\mathbf{B}}=\mathbf{L N}$. For the estimate of the critical time step information from the stiffness matrix may be required as well, see Section 2.3.2.

Up to now, damping effects are ignored in eq. (2.55) as standard Hamilton's principle is valid only for conservative systems. In the presence of damping, an additional force

$$
\begin{equation*}
\mathbf{F}^{\text {damp }}=\mathcal{C} \dot{\mathbf{U}} \tag{2.58}
\end{equation*}
$$

appears on the left hand side. The damping matrix $\mathcal{C}$ is symmetric and positive definite or semi-definite. The Rayleigh damping model with

$$
\begin{equation*}
\mathcal{C}=a_{1} \mathbf{M}+a_{2} \mathbf{K} \tag{2.59}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are free parameters, can be used. Damping may reduce the critical time step size as shown for example in Belytschko et al. (2014).

Likewise, contact is neglected in eq. (2.55). It will be later taken into consideration in Chapter 5.

### 2.2.2 Mass diagonalization

For explicit dynamics, a diagonal (or lumped) mass matrix is favored for trivial solution of eq. (2.55). The most common procedures to obtain a diagonal mass matrix $\mathbf{M}^{\mathrm{D}}$ are row-sum lumping and Hinton-Rock-Zienkiewicz lumping (see Hinton et al. (1976)).

To obtain a row-sum lumped mass, the row-sum of each row of the mass matrix is built, i.e. the diagonal entry of the $i^{\text {th }}$ row of the mass matrix is obtained by

$$
\begin{equation*}
M_{i}^{\mathrm{D}}=\sum_{j=1}^{n_{\mathrm{dof}}} M_{i j} \tag{2.60}
\end{equation*}
$$

for solid finite elements, with $n_{\text {dof }}$ being the matrix size. For higher order finite elements like the 8 -node serendipity, the 8 -node triangle or the 10 -node tetrahedral element this procedure may result in negative or zero mass on the diagonal, which is unphysical.

Then, the Hinton-Rock-Zienkiewicz lumping scheme is used. The procedure can for example be found in Felippa (2013b). It is somehow cumbersome, but easy to be implemented and the main advantage is that this procedure is applicable to any finite element type where a consistent mass matrix exists and the mass is guaranteed to be nonnegative. For further details on diagonally lumped mass matrices it is referred to the textbooks of Belytschko and Hughes (1983) and Cook et al. (1989).

Alternative lumping procedures are for example the Lobatto mass lumping (Fried and Malkus (1975), used in spectral finite elements), or mass lumping through mass orthogonality by a specific choice of shape functions (used for spline functions e.g. in Schumaker (2007)). Recently, a rigorous but cumbersome lumping scheme based on the integration of manifolds for higher-order elements has been presented in Yang ET AL. (2017).

The main advantage of the diagonally lumped mass matrix is that it saves computational cost because of the trivial solution of the equation of motion and the reduced storage cost. Additionally, it results in a smaller maximum eigenfrequency and thus in a larger allowable time step than the consistent mass matrix for the same finite element mesh size. This is illustrated by the typical dispersion graph in Figure 2.2 of a lumped mass matrix (LMM) and a consistent mass matrix (CMM) discretization. In a dispersion


Figure 2.2: Typical dispersion graph for consistent (CMM) and lumped mass matrix (LMM), here for a 1-D linear finite element.
graph the dimensionless angular frequency $\Omega$ is plotted versus the dimensionless wave number $\kappa$. The wave number is inversely proportional to the wave length. For large wave numbers (i.e. small wave lengths $=$ short waves) the frequency is significantly smaller for LMM than for CMM, allowing significantly larger time steps.

### 2.3 Discretization in time

Various different algorithms are available to solve the semi-discrete equation of motion given in eq. (2.55) in time. A good overview of existing algorithms is found in Belytschko and Hughes (1983), Chapter 9 of Hughes (2000) or Hulbert (2017).

The different time discretization algorithms mainly vary in their stability, accuracy, dispersion and dissipation behavior. For classification it can for example be distinguished between explicit and implicit methods, where the central difference method (CDM) and the Newmark method (Newmark (1959)) with the trapezoidal rule are the most common explicit and implicit algorithms, respectively. Other prominent methods are for example the HHT- $\alpha$ method (Hilber Et al. (1977)), Runge-Kutta methods, one- and two-field continuous and discontinuous Galerkin methods (e.g. Fried (1969), JohnSON Et Al. (1984) and recently e.g. Gleim and Kuhl (2013)) and weighted residual methods in time (e.g. Argyris and Scharpf (1969)). Note that implicit algorithms, which work well for linear structural dynamics, like the Newmark method may fail in nonlinear structural dynamics. Then, special algorithmic tricks for energy decay or additional energy- or momentum-preserving conditions need to be considered, see e.g. the work of Simo and Tarnow or Kuhl and coworkers (Simo and Tarnow (1992), Simo and Tarnow (1994), Kuhl and Ramm (1996, 1999), Kuhl and Crisfield (1999) among others).

Herein, the focus is on explicit integration schemes which are able to solve highly nonlinear and non-smooth problems efficiently. For explicit schemes no iterative solution of the balance equation on the global level is necessary and they are therefore more robust than implicit schemes. Their application is for example in car crash or deep drawing simulations. In the present work, the central difference method (CDM) is used and described in Section 2.3.1. A drawback of the explicit schemes is that the time step size is limited by a critical time step. Existing time step estimates are discussed in Section 2.3.2. To control that no energy is lost throughout simulation, the energy balance is checked regularly. The required equations are given in Section 2.3.3.

### 2.3.1 Central difference method (CDM)

The most common explicit time discretization scheme is the central difference method. For both the update of the displacement as well as of the velocity the central difference approximation is used, introducing an error of second order. The displacements are computed at the full time steps, whereas the velocities are computed at the half time steps. This is illustrated in Figure 2.3. Often, the update of the velocities is split into a first and second partial update to obtain the velocities at the full time steps as well. The time discretization scheme for the central difference method with lumped mass is given in the following as provided in Belytschko et al. (2014). Alternatively, the central difference method can be obtained as a special case of the a-form of the Newmark method as described in Hughes (2000). The algorithm according to Belytschko Et AL. (2014) reads as follows:


Figure 2.3: Visualization of the central difference time discretization method.

1. Initialization $n=0, t=t_{0}, \mathbf{U}=\mathbf{U}_{0}, \dot{\mathbf{U}}=\dot{\mathbf{U}}_{0}$, compute lumped mass $\mathbf{M}$
2. Get force $\mathbf{F}_{n}^{\text {tot }}=\mathbf{F}_{n}^{\text {ext }}-\ddot{F}_{n}^{\text {int }}$
3. Compute accelerations $\ddot{\mathbf{U}}_{n}=\mathbf{M}^{-1} \mathbf{F}_{n}^{\text {tot }}$
4. Time update: $t_{n+1}=t_{n}+\Delta t$
5. First partial update of nodal velocities: $\dot{\mathbf{U}}_{n+1 / 2}=\dot{\mathbf{U}}_{n}+\frac{\Delta t}{2} \ddot{\mathbf{U}}_{n}$
6. Enforce velocity boundary conditions: $\dot{\mathbf{U}}_{d}=\dot{\hat{\mathbf{U}}}_{d}$
7. Update nodal displacements $\mathbf{U}_{n+1}=\mathbf{U}_{n}+\Delta t \dot{\mathbf{U}}_{n+1 / 2}$
8. Get force $\mathbf{F}_{n+1}^{\mathrm{tot}}=\mathbf{F}_{n+1}^{\mathrm{ext}}-\mathbf{F}_{n+1}^{\mathrm{int}}$
9. Compute acceleration $\ddot{\mathbf{U}}_{n+1}=\mathbf{M}^{-1} \mathbf{F}_{n+1}^{\text {tot }}$
10. Second partial update of nodal velocities: $\dot{\mathbf{U}}_{n+1}=\dot{\mathbf{U}}_{n+1 / 2}+\frac{\Delta t}{2} \ddot{\mathbf{U}}_{n+1}$
11. Check energy balance at time step $n+1$ according to Section 2.3.3
12. Update time step counter $n=n+1$
13. Output; if simulation is not complete, go to 4 .

Necessary modifications on the time discretization in case of non-diagonal or reciprocal mass matrices are discussed in Sections 2.4.3 and 2.5.2, respectively.

### 2.3.2 Critical time step estimates

For the central difference method, the time step $\Delta t$ is limited by the critical time step $\Delta t_{\text {crit }}$ through the stability criterion

$$
\begin{equation*}
\Delta t<\Delta t_{\text {crit }}=\frac{2}{\omega_{\max }} \tag{2.61}
\end{equation*}
$$

where $\omega_{\max }$ is the maximum eigenfrequency. Since a new, efficient time step estimate for reciprocal mass matrices is proposed in Chapter 5 of this work, existing time step estimates for lumped and consistent mass matrices are shortly reviewed. Existing estimates
to determine the critical time step $\Delta t_{\text {crit }}$ can be categorized into two groups, namely global and local time step estimates - depending on whether they use information from the global or local level. Local information may either be information from the element level, like a characteristic length of the element, or nodal information, i.e. from the degree-of-freedom level, like the associated mass or stiffness.

## Global time step estimates

Global time step estimates determine the maximum eigenfrequency of the global generalized eigenvalue problem

$$
\begin{equation*}
\left(\mathbf{K}-\lambda_{i} \mathbf{M}\right) \phi_{i}=\mathbf{0} \quad \text { with } \quad \lambda_{i}=\omega_{i}^{2} . \tag{2.62}
\end{equation*}
$$

The solution is usually carried out iteratively since the roots of a characteristic polynomial $p$ of order $n_{\text {dof }}$, where $n_{\text {dof }}$ is the size of the matrices $\mathbf{K}$ and $\mathbf{M}$, are to be determined. The characteristic polynomial is

$$
\begin{equation*}
p\left(\lambda_{i}\right)=\operatorname{det}\left(\mathbf{K}-\lambda_{i} \mathbf{M}\right)=0 \tag{2.63}
\end{equation*}
$$

The iterative solution schemes can be classified as vector iteration methods, transformation methods and polynomial iteration techniques (cf. Bathe (1982)). Vector iteration methods operate directly upon eq. (2.62). Examples for vector iteration methods are the inverse iteration method, which determines the lowest eigenvector (and eigenfrequency), or the forward iteration method, which determines the largest one. Eigenvectors in between the smallest and the largest one can be obtained by shifting as it is proposed in the Rayleigh quotient iteration method. Transformation methods make use of the spectral decomposition property

$$
\begin{align*}
& \boldsymbol{\Phi}^{\mathrm{T}} \mathbf{K} \boldsymbol{\Phi}=\mathbf{\Lambda},  \tag{2.64}\\
& \boldsymbol{\Phi}^{\mathrm{T}} \mathbf{M} \boldsymbol{\Phi}=\mathbf{I}, \tag{2.65}
\end{align*}
$$

where $\boldsymbol{\Phi}$ is a matrix of all eigenvectors $\phi_{i}$ and $\boldsymbol{\Lambda}$ is a diagonal matrix with the eigenvalues $\lambda_{i}$ on the diagonal. The eigenvectors are normalized with respect to the mass matrix in eq. (2.64) and (2.65). Examples of transformation methods are for example the (generalized) Jacobi method, the Householder-QR-inverse-iteration method or the Arnoldi or Lanczos method. These methods are based on a transformation of the matrices into a tridiagonal or Hessenberg-form which then allows a simpler determination of the eigenvectors. While vector iteration methods solve for a single eigenvalue or eigenvector, transformation methods solve for all eigenvalues at once. Polynomial iteration techniques, like the explicit polynomial iteration method, calculate the roots
of the characteristic polynomial (2.63) directly. However, small errors in the coefficients of the polynomial may lead to large errors in the eigenvalues.

Since only the largest eigenvalue is required to determine the critical time step for explicit analysis, usage of the forward iteration method seems to be self-evident. The sequence of this very simple global eigenvalue estimate is given in the following according to BATHE (1982).

1. Initialize the eigenvector $\phi^{0}$ e.g. by random numbers in the range $[-1 . .1]$, initialize the estimate of the maximum eigenvalue with $\lambda_{\max }^{0}=1 \mathrm{e}-12$, assign the maximum number of iterations $n_{\max }^{\text {iter }}$, assign a convergence tolerance $\epsilon$ and initialize the counter $i=0$
2. Compute $\boldsymbol{\psi}^{0}=\mathbf{K} \boldsymbol{\phi}^{0}$
3. Update the eigenvector by solving $\mathbf{M} \boldsymbol{\phi}^{i+1}=\boldsymbol{\psi}^{i}$
4. Compute $\boldsymbol{\psi}^{i+1}=\mathbf{K} \boldsymbol{\phi}^{i+1}$
5. Compute the estimate of the maximum eigenvalue $\lambda_{\max }^{i+1}=\frac{\left(\phi^{i+1}\right)^{\mathrm{T}} \psi^{i+1}}{\left(\phi^{i+1}\right)^{\mathrm{T}} \psi^{i}}$
6. If $\left|\lambda_{\max }^{i+1} / \lambda_{\max }^{i}-1\right|>\epsilon$ and $i<n_{\max }^{\text {iter }}$ increase the counter $i$ by 1 and go to step 3 .
7. Finish.

With increasing $i, \lambda_{\max }^{i+1}$ converges to the maximum eigenvalue $\lambda_{\max }$ and $\phi^{i}$ to the corresponding eigenvector $\boldsymbol{\phi}_{\max }$.

This algorithm is used in this work for a global time step estimate if computational efficiency is not of importance. The algorithm is also easily adaptable to reciprocal mass matrices by modification of step 3. Then, instead of a linear system of equations only a sparse matrix-vector multiplication is to be performed in each iteration.

## Element-based estimates

Existing element-based local estimates for lumped and consistent mass matrices make use of the element eigenvalue inequality by Fried (1972), which states that the global eigenvalue $\lambda$ is bounded by the element eigenvalues $\lambda_{i}^{e}$,

$$
\begin{equation*}
\left|\lambda_{\max }\right| \leq\left|\lambda_{\max }^{E}\right| \quad \text { where } \quad \lambda_{\max }^{E}=\max _{i, e} \lambda_{i}^{e}=\left(\max _{i, e} \omega_{i}^{e}\right)^{2} \tag{2.66}
\end{equation*}
$$

The maximum element eigenfrequencies are usually obtained by simple formulas, e.g. based on geometric considerations (as used in LS-DYNA, Hallquist (2006)) through
the Courant-Friedrichs-Lewy-criterion (Courant et al. (1928)) with

$$
\begin{equation*}
\max _{i, e} \omega_{i}^{e}=\frac{c}{l_{c}} \tag{2.67}
\end{equation*}
$$

Here, $c$ is the characteristic wave speed and $l_{c}$ is the characteristic length of the element. The characteristic length varies from element type to element type and also depends on the mass matrix in use. An overview of various elemental estimates can for example be found in Belytschko et al. (2014). Alternatively, an estimate of the maximum eigenfrequency can be obtained by considering the strain-displacement operator as proposed by Flanagan and Belytschko (1984).

Since elemental estimates are not of interest for reciprocal mass matrices (the reason is explained in Section 5.1), they are not further elaborated herein.

## Node-based estimates

Alternative local time step estimates are node-based estimates. The existing one found in literature is based on Gershgorin's theorem ${ }^{2}$, given in GErŠgorin (1931). Gershgorin's theorem states that all eigenvalues of a square matrix $\mathbf{A}^{*} \in \mathbb{C}^{n_{\text {dof }} \times n_{\text {dof }}}$ are found inside so-called Gershgorin's circles. For a given square matrix, the Gershgorin's circles that belong to the $i^{\text {th }}$ diagonal entry $A_{i i}^{*}$ of the matrix are defined by

$$
\begin{align*}
& \bar{S}_{i}\left(A_{i i}^{*}, \sum_{j=1, j \neq i}^{n_{\text {dof }}}\left|A_{i j}^{*}\right|\right), i=1 . . n_{\text {dof }} \text { (row-wise) } \quad \text { and }  \tag{2.68}\\
& \bar{S}_{i}\left(A_{i i}^{*}, \sum_{j=1, j \neq i}^{n_{\text {dof }}}\left|A_{j i}^{*}\right|\right), i=1 . . n_{\text {dof }}(\text { column-wise }),
\end{align*}
$$

where $\bar{S}(\mathrm{e}(z), r)$ defines a circle with center $\mathrm{e}(z)$ and radius $r$ in the complex plane. Gershgorin's circles are thus obtained by simple algebraic computations and can be used as a computational cheap upper bound for the maximum eigenvalue. For illustration, the Gershgorin's circles of an exemplary square matrix

$$
\mathbf{A}^{*}=\left[\begin{array}{ccc}
2 & 1 & 0.5  \tag{2.69}\\
0.2 & 5 & 0.7 \\
1 & 0 & 6
\end{array}\right]
$$

[^1]are determined. The exact eigenvalues of $\mathbf{A}^{*}$ are $\lambda_{1}=1.869, \lambda_{2}=4.873$ and $\lambda_{3}=6.258$. According to eq. (2.68) the Gershgorin's circles are
\[

$$
\begin{array}{lll}
\bar{S}(2.0,1.5), & \bar{S}(5.0,0.9), & \bar{S}(6.0,1.0) \\
\bar{S}(2.0,1.2), & \bar{S}(5.0,1.0), & \bar{S}(6.0,1.2) \tag{2.71}
\end{array}
$$
\]

Eq. (2.70) describes all row-wise obtained circles, eq. (2.71) describes all column-wise obtained ones. The circles are illustrated in Figure 2.4. As expected, all eigenvalues

$\times \quad$ Exact eigenvalues

- Gershgorin circle row-wise
- Gershgorin circle column-wise

Figure 2.4: Gershgorin's circles of matrix $\mathbf{A}^{*}$ from eq. (2.69).
lie inside Gershgorin's circles. For the matrix $\mathbf{A}^{*}$, all eigenvalues are real and thus all centers of the Gershgorin's circles lie on the real axis. From the maximum abscissa, the upper bound for the maximum eigenvalue is determined: For the matrix $\mathbf{A}^{*}$, the largest eigenvalue has to be smaller than 7.2 . Since the exact largest eigenvalue is 6.258 , the result of the estimate is conservative, as expected. If now the generalized eigenvalue problem from eq. (2.62) is considered, a transformation to a standard eigenvalue problem is required to apply Gershgorin's theorem ( $\mathbf{A}^{*}$ then corresponds to $\mathbf{M}^{-1} \mathbf{K}$ ). For diagonally lumped mass matrices, each entry of the matrix $\mathbf{A}^{*}$ is computed by

$$
\begin{equation*}
A_{i j}^{*}=\frac{K_{i j}}{M_{i}^{\mathrm{D}}} \tag{2.72}
\end{equation*}
$$

where $M_{i}^{\mathrm{D}}$ is the lumped mass at degree of freedom $i$. Inserting this equation into the definition of Gershgorin's circle results in a row-wise estimate of the maximum
eigenfrequency

$$
\begin{equation*}
\omega_{\max }^{\mathrm{LMM}}=\max _{i} \sqrt{\frac{\sum_{j=1}^{n_{\mathrm{dof}}}\left|K_{i j}\right|}{M_{i}^{\mathrm{D}}}} . \tag{2.73}
\end{equation*}
$$

Alternatively, a column-wise estimate could be proposed with

$$
\begin{equation*}
\omega_{\max }^{\mathrm{LMM}, \text { column-wise }}=\max _{i} \sqrt{\sum_{j=1}^{n_{\text {dof }}} \frac{\left|K_{i j}\right|}{M_{i}^{\mathrm{D}}}} . \tag{2.74}
\end{equation*}
$$

However, while the row-wise estimate requires $n-1$ additions and 1 division to obtain one Gershgorin's circle, the column-wise estimate requires $n-1$ additions and $n$ divisions. Therefore, a column-wise estimate requires approximately twice as much operations and a row-wise estimate is thus preferred.

In case of penalty contact the row-wise estimate can be supplemented by the absolute row sum $k_{p, i}^{\text {scal }}$ at degree of freedom $i$ of the penalty stiffness matrix (see Belytschko and Neal (1991)) with

$$
\begin{equation*}
\omega_{\max }^{\mathrm{LMM}, \text { pen }}=\max _{i} \sqrt{\frac{\sum_{j=1}^{n}\left|K_{i j}\right|+k_{p, i}^{\text {scal }}}{M_{i}^{\mathrm{D}}}} . \tag{2.75}
\end{equation*}
$$

Details on penalty contact and further development of the time step estimate from eq. (2.75) to reciprocal mass matrices are presented in Chapter 5.

### 2.3.3 Energy balance

To control that energy is preserved during simulation, the history of the kinetic, internal, external and dissipative energy due to damping is observed. The sum of the kinetic, internal and dissipative energy should be equal to the external and contact energy,

$$
\begin{equation*}
W_{\mathrm{kin}}+W_{\mathrm{int}}-W_{\mathrm{ext}}+W_{\mathrm{damp}}-W_{\mathrm{cont}} \stackrel{!}{=} 0 . \tag{2.76}
\end{equation*}
$$

The energy is computed incrementally during simulation with

$$
\begin{align*}
W_{\mathrm{int}}^{n+1} & =W_{\mathrm{int}}^{n}+\frac{1}{2} \boldsymbol{\Delta} \mathbf{U}^{\mathrm{T}}\left(\mathbf{F}_{n}^{\mathrm{int}}+\mathbf{F}_{n+1}^{\mathrm{int}}\right),  \tag{2.77}\\
W_{\mathrm{ext}}^{n+1} & =W_{\mathrm{ext}}^{n}+\frac{1}{2} \boldsymbol{\Delta} \mathbf{U}^{\mathrm{T}}\left(\mathbf{F}_{n}^{\mathrm{ext}}+\mathbf{F}_{n+1}^{\mathrm{ext}}\right),  \tag{2.78}\\
W_{\text {damp }}^{n+1} & =W_{\text {damp }}^{n}+\frac{1}{2} \boldsymbol{\Delta} \mathbf{U}^{\mathrm{T}} \mathcal{C}\left(\dot{\mathbf{U}}_{n}+\dot{\mathbf{U}}_{n+1}\right),  \tag{2.79}\\
W_{\text {kin }}^{n+1} & =\frac{1}{2}\left(\dot{\mathbf{U}}_{n+1}\right)^{\mathrm{T}} \mathbf{M} \dot{\mathbf{U}}_{n+1},  \tag{2.80}\\
W_{\text {cont }}^{n+1} & =W_{\text {cont }}^{n}+\frac{1}{2} \boldsymbol{\Delta} \mathbf{U}^{\mathrm{T}}\left(\mathbf{F}_{n}^{\mathrm{cont}}+\mathbf{F}_{n+1}^{\mathrm{cont}}\right), \tag{2.81}
\end{align*}
$$

where $n$ is the time increment number and $\boldsymbol{\Delta} \mathbf{U}=\mathbf{U}_{n+1}-\mathbf{U}_{n}$. In case reduced integrated finite elements with hourglass stabilization are used, the hourglass energy needs to be observed as well. The stabilization parameters should be chosen so that the hourglass energy stays below $5 \%$ of the toal energy of the system.

### 2.4 Mass scaling methods

The goal of mass scaling is to speed-up explicit dynamic finite element analyses, i.e. to obtain reliable results at significantly smaller computational costs than with the lumped mass matrix.

The idea of mass scaling can already be understood from a one-degree-of-freedom system as shown in Figure 2.5 consisting of a point mass $m$ and a spring $k$. To allow larger time
original system
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## eigenfrequency

$\omega=\sqrt{\frac{k}{m}}$
increase of critical time step

$$
\frac{\Delta t_{\text {crit }}^{\circ}}{\Delta t_{\text {crit }}}=\frac{\omega}{\omega^{0}}=\sqrt{1+\alpha}
$$

eigenfrequency
$\omega^{\circ}=\sqrt{\frac{k}{m^{\circ}}}$

Figure 2.5: Schematic illustration of the idea of mass scaling using a one-degree-offreedom system.
steps the critical time step size needs to be enlarged. According to eq. (2.61) the critical time step size is inversely proportional to the eigenfrequency, i.e. to increase the critical time step, the eigenfrequency needs to be decreased. Therefore, either the mass has to
be increased or the stiffness has to be reduced. To leave at least the static properties unchanged, an increase of the mass is introduced by the factor $\alpha$. This results in an increase of the critical time step size by the factor $\sqrt{1+\alpha}$.

All mass scaling approaches for explicit dynamic finite element analyses introduce a manipulation on the mass matrix. The scaled mass $\mathbf{M}^{\circ}$ is constructed by the standard mass matrix M, which is either the lumped or consistent mass matrix, and an artificially added mass $\boldsymbol{\lambda}^{\circ}$ with

$$
\begin{equation*}
\mathbf{M}^{\circ}=\mathbf{M}+\lambda^{\circ} . \tag{2.82}
\end{equation*}
$$

According to Tkachuk and Bischoff (2014) mass scaling methods can be classified in local and global approaches, manipulating either the global or element-wise mass matrix. All mass scaling methods known by the author can be defined both on the element level or on the global level. In general, an element-wise construction is preferred since it allows different amounts of artificially added mass for various elements.

In the following, a short overview of existing mass scaling methods is given.

### 2.4.1 Conventional mass scaling (CMS)

Conventional mass scaling for explicit finite element analysis (described e.g. in BeLYTSChko ET AL. (2014)) works similarly to mass scaling for a one-degree-of-freedom system. Mass scaling is applied on the element level. Artificial mass is added only to the diagonal terms of an element lumped mass matrix, i.e. the modified element mass matrix is

$$
\begin{equation*}
\mathbf{m}_{e}^{\circ}=(1+\alpha) \mathbf{m}_{e}^{\mathrm{D}} . \tag{2.83}
\end{equation*}
$$

The factor $\alpha$ is called mass scaling parameter.
The main advantage of the approach is that the diagonal structure of the mass matrix is preserved, i.e. computational cost per time step is unaffected. Additionally, the approach is easily applicable to any element type. Recently, conventional mass scaling was applied to isogeometric Reissner-Mindlin shell elements by Hartmann and Benson (2014). The main disadvantage of conventional mass scaling is that the element inertia is increased and the eigenfrequency of all modes is equally decreased by the factor

$$
\begin{equation*}
\frac{\omega^{\circ}}{\omega}=\frac{1}{\sqrt{1+\alpha}} \tag{2.84}
\end{equation*}
$$

as illustrated in Figure 2.6 (left). This means that both the structurally relevant lowfrequency modes as well as the irrelevant high-frequency modes are affected. Therefore, this method needs to be applied very carefully. It is mainly used where the addition of nonphysical mass has no influence on the result. This is the case in quasi-static simulations where the kinetic energy is relatively small compared to the internal energy. Then conventional mass scaling may be used in a large area of the model. A second field of application are models with large variety of the finite element size. Then artificial mass can be added to a few very small or stiff elements like spotweld beams in areas where the altered inertia does not have a significant influence.

### 2.4.2 Algebraic selective mass scaling (ASMS)

An advancement to conventional mass scaling are algebraic selective mass scaling methods. The term 'selective' indicates that only selective modes are influenced by the approach. The earliest attempt of selective mass scaling is found in Macek and Aubert (1995). Therein, in the work of Olovsson et al. (2005) and also in the work of Grosseholz et al. (2015) stiffness-proportional mass scaling is suggested. It is selective since only non-rigid body modes are scaled. Additionally, the order and the shape of the eigenmodes are preserved. But since the stiffness may change throughout a geometrically non-linear simulation, this approach was not further pursued. In Olovsson Et AL. (2004) a stiffness-independent selective mass scaling approach is suggested, where rigid body translational accelerations are filtered and excluded from conventional mass scaling. In Olovsson et al. (2005) a generalization of the earlier work is proposed, allowing an algebraic construction of the artificially altered mass. This paper focuses on an 8 -node hexahedral solid element. The construction procedure for the artificially added mass $\boldsymbol{\lambda}^{\circ}$ can be generalized for any solid element with translational degrees of freedom with $n_{n}$ nodes.

1. For each coordinate direction the degrees of freedom are selected that contribute to the motion in that direction.
2. The consistent mass matrix entries belonging to the translational degree of freedom subset are added up to obtain the sum $\mathcal{S}$.
3. The diagonal entry of the added mass $\boldsymbol{\lambda}_{e}^{\circ}$ is $\frac{(1+\beta) \mathcal{S}}{n_{n}}$.
4. The off-diagonal entry of the added mass $\boldsymbol{\lambda}_{e}^{\circ}$ is $-\frac{\beta \mathcal{S}}{n_{n}\left(n_{n}-1\right)}$.
5. Steps 2 to 4 are repeated for all coordinate directions.

This construction procedure preserves the translational rigid body motion. More visually, the algebraically scaled elemental mass $\mathbf{m}_{e}^{\circ}$ can be constructed from the normalized elemental eigenvectors $\boldsymbol{\phi}_{i}^{e}$ for which the inertia is to be preserved with

$$
\begin{equation*}
\mathbf{m}_{e}^{\circ}=\mathbf{m}_{e}^{\mathrm{D}}+\boldsymbol{\lambda}_{e}^{\circ} \quad \text { with } \quad \boldsymbol{\lambda}_{e}^{\circ}=\frac{\beta m_{e}}{\left(n_{n}-1\right)}\left(\mathbf{I}-\sum_{i}\left(\boldsymbol{\phi}_{i}^{e}\right)^{\mathrm{T}} \boldsymbol{\phi}_{i}^{e}\right), \tag{2.85}
\end{equation*}
$$

where $m_{e}$ is the elemental mass and $\beta$ is the mass scaling parameter. Eq. (2.85) can be used to construct an algebraically scaled mass, preserving translational rigid body motions only as well as an algebraically scaled mass, preserving both translational and rotational rigid body motions.

The advantage of the selective mass scaling approach is that only selected modes are influenced. This is visualized schematically in Figure 2.6 (right) where the ratio between


Figure 2.6: Qualitative illustration of the ratio of the scaled to the original eigenfrequency versus the mode number for conventional mass scaling (left) and selective mass scaling (right).
the scaled eigenfrequency and the unaltered eigenfrequency is plotted versus the mode number. One disadvantage of selective mass scaling is that the method is not easy to be generalized for NURBS and higher order FEM. A second, and the main, disadvantage is that the mass matrix is no longer diagonal. Therefore, a solution of a linear system of equations is required at every time step. Olovsson And Simonsson (2006) suggested to use the conjugate gradient method as an iterative solution procedure to solve the linear system of equations with a non-diagonal mass matrix at every time step. This approach additionally allows to use a non-constant mass matrix efficiently (e.g. in case of element erosion or for adaptivity). However, in the case of high scaling factors, which result in a bad conditioning of the matrix, direct solvers may be advantageous. Additionally to the drawback of a linear system of equations which is to be solved, many standard routines in a finite element code like for contact treatment or multi-point constraints, are designed for lumped mass matrices and have to be revised for non-diagonal mass
matrices. To date algebraic selective mass scaling from Olovsson et al. (2005) is available in LS-DYNA and RADIOSS. In ABAQUS/Explicit (2016) only conventional mass scaling is implemented.

Algebraic selective mass scaling approaches for solid-shell finite elements can be found in Cocchetti et al. (2013). For thin-walled structures the thickness $h$ is the limiting characteristic length for the critical time step. Therefore, selective mass scaling is used to add artificial inertia in thickness direction. From the accelerations at the upper and lower surface of the element $\mathbf{a}^{\text {up }}$ and $\mathbf{a}^{\text {low }}$, respectively, the average accelerations $\mathbf{a}^{\text {ave }}$, governing the rigid body motion of the element, and the difference accelerations $\mathbf{a}^{\text {diff }}$, governing the higher order modes, are obtained by linear transformation with

$$
\begin{align*}
& \mathbf{a}^{\text {ave }}=\frac{\mathbf{a}^{\mathrm{up}}+\mathbf{a}^{\text {low }}}{2},  \tag{2.86}\\
& \mathbf{a}^{\text {diff }}=\frac{\mathbf{a}^{\mathrm{up}}-\mathbf{a}^{\text {low }}}{2} . \tag{2.87}
\end{align*}
$$

Then, mass scaling is only applied to the mass associated with the difference degrees of freedom, leaving the mass of the average degrees of freedom (and therefore the rigid body modes) unaltered leading to the scaled mass matrix on the element level

$$
\mathbf{m}_{e}^{\circ}=\left[\begin{array}{cc}
\mathbf{m}_{e}^{\text {ave }} & \mathbf{0}  \tag{2.88}\\
\mathbf{0} & \alpha \mathbf{m}_{e}^{\text {diff }}
\end{array}\right]
$$

where $\alpha$ is the mass scaling parameter. Off-diagonal terms are neglected in eq. (2.88) preserving the diagonal structure of the lumped mass matrix. The algebraic selective mass scaling approach of Cocchetti et al. (2013) is further used in the work of Pagani et al. (2014) for a different type of solid-shell element. In Cocchetti et al. (2015) and Confalonieri et al. (2015) the approach is extended to distorted elements and layered shells, respectively.

Another selective mass scaling approach to selectively scale the volumetric modes in nearly incompressible materials is presented in Ye et al. (2017) with application to biological tissues. Therein, shear and volumetric eigenmodes are separated and mass scaling is applied to the volumetric modes only. Last, a selective scaling of the element mass to influence the critical time step is used in Mattern et al. (2015) in the context of incompatible mode finite elements for explicit dynamics. Therein, the incompatible degrees of freedom to reduce artificial stiffness effects (locking) are not eliminated by static condensation but treated as regular unknowns. An artificial mass is associated with these additional degrees of freedom and the time step is regulated by scaling the artificial density $\tilde{\rho}$.

### 2.4.3 Variational selective mass scaling (VSMS)

In the thesis of Tkachuk (2013), a variational formulation based on Hamilton's principle was proposed, providing the basis for both singular mass matrices and selectively scaled mass matrices. The singular mass matrices allow to significantly reduce spurious oscillations of the contact force in implicit contact problems. The selectively scaled mass matrices allow for substantial speed-up in explicit dynamics, but the mass matrix is no longer obtained from algebraic manipulations. Instead, it is obtained from a sound variational basis, guaranteeing consistency by construction, provided that proper ansatz spaces are chosen. The parametric Hamilton's principle proposed first in Tkachuk and Bischoff (2013) is a three-field functional with independent displacement $\mathbf{u}$, velocity $\mathbf{v}$ and linear momentum $\mathbf{p}$ with three free parameters $C_{1}, C_{2}, C_{3}$ serving as scaling factors. It results from standard Hamilton's principle (eq. (2.41)) where the kinetic energy $W_{\text {kin }}$ is replaced by a modified kinetic energy $W_{\text {kin }}^{\circ}$ with

$$
\begin{align*}
W_{\text {kin }}^{\circ}\left(\dot{\mathbf{u}}, \mathbf{v}, \mathbf{p}, C_{1}, C_{2}, C_{3}\right) & =\frac{1}{2} \int_{\Omega} \rho \dot{\mathbf{u}}^{2} \mathrm{~d} \Omega \\
& +\int_{\Omega}\left(\frac{C_{1}}{2 \rho}(\rho \dot{\mathbf{u}}-\mathbf{p})^{2}+\frac{C_{2}}{2 \rho}(\rho \mathbf{v}-\mathbf{p})^{2}+\frac{C_{3} \rho}{2}(\mathbf{v}-\dot{\mathbf{u}})^{2}\right) \mathrm{d} \Omega . \tag{2.89}
\end{align*}
$$

For variational selective mass scaling the parameters $C_{1}$ and $C_{2}$ are set to $C_{1}=0$ and $C_{2}=0 . C_{3}$ is kept as free mass scaling parameter. This parameter choice reduces the formulation to a two-field formulation with the independent variables $\mathbf{u}$ and $\mathbf{v}$. Derivation details are discussed in Chapter 3. Both the consistent mass matrix as well as the algebraically scaled mass matrix can be recovered from the variational form. Due to the two-field formulation and various possible ansatz spaces for discretization of $\mathbf{u}$ and $\mathbf{v}$ the variational scheme is more powerful than the algebraic one.

A different parameter choice results in reciprocal mass matrices, see Section 2.5.2.

## Modified central difference scheme for non-diagonal mass matrices

For non-diagonal mass matrices the time discretization scheme provided in Section 2.3.1 is still valid, with the only difference that the lumped mass matrix $\mathbf{M}$ is replaced by the non-diagonal mass matrix $\mathbf{M}^{\circ}$. Thus, in step 3. and 9. the accelerations $\ddot{\mathbf{U}}_{n}$ are obtained from solving the linear system of equation $\mathbf{M}^{\circ} \ddot{\mathbf{U}}_{n}=\mathbf{F}_{n}^{\text {tot }}$ and similarly for the accelerations at $t_{n+1}$. Also the check of the energy balance gets a little more expensive since the kinetic energy $W_{n+1}^{\mathrm{kin}}=\frac{1}{2}\left(\dot{\mathbf{U}}_{n+1}\right)^{\mathrm{T}} \mathbf{M}^{\circ} \dot{\mathbf{U}}_{n+1}$ is obtained from two sparse matrixvector products instead of two scalar products.

## Estimate of speed-up for non-diagonal mass matrices

Selectively scaled mass matrices allow computation with a larger time step ( $\Delta t_{\text {SMS }}>$ $\Delta t_{\mathrm{LMM}}$ ), but due to the non-diagonal structure of the mass matrix each time step is more expensive. The final speed-up, i.e. the ratio between the computation time of a simulation with lumped mass $T_{\text {LMM }}$ and with scaled mass $T_{\text {SMS }}$, was analyzed in Borrvall (2011) and Tkachuk (2013) and is explained in the following in more details. The computation time is composed of the time for initialization $T_{0}$ and the time for one time step $T_{\Delta t}$ times the number of time steps. The number of time steps results from the quotient of the total simulation time $t_{\text {end }}$ and the time step size $\Delta t$. The speed-up $S$ is thus computed with

$$
\begin{equation*}
S=\frac{T_{\mathrm{LMM}}}{T_{\mathrm{SMS}}}=\frac{T_{\Delta t, \mathrm{LMM}} \frac{t_{\text {end }}}{\Delta t_{\mathrm{LMM}}}+T_{0, L M M}}{T_{\Delta t, \mathrm{SMS}} \frac{t_{\text {end }}}{\Delta t_{\mathrm{SMS}}}+T_{0, S M S}} \approx \frac{T_{\Delta t_{\mathrm{LMM}}} \Delta t_{\mathrm{SMS}}}{T_{\Delta t, \mathrm{SMS}} \Delta t_{\mathrm{LMM}}} . \tag{2.90}
\end{equation*}
$$

In the last part of eq. (2.90), the time for initialization is neglected as one-time cost. The computation time for one time step consists mainly of the element processing time $T_{\text {ele }}$, i.e. the time for the internal force computation. For the non-diagonal mass matrix, a linear system of equation has to be solved in each time step to obtain the accelerations. This overhead is identified as $T_{\text {solver }}$. The computation time for one time step with lumped and selectively scaled mass is thus

$$
\begin{align*}
T_{\Delta t, \mathrm{LMM}} & =T_{\text {ele }}  \tag{2.91}\\
T_{\Delta t, \mathrm{SMS}} & =T_{\text {ele }}+T_{\text {solver }} . \tag{2.92}
\end{align*}
$$

Finally, the speed-up $S$ then results in

$$
\begin{equation*}
S=\frac{T_{\mathrm{LMM}}}{T_{\mathrm{SMS}}} \approx \frac{T_{\mathrm{ele}} \Delta t_{\mathrm{SMS}}}{\left(T_{\text {ele }}+T_{\text {solver }}\right) \Delta t_{\mathrm{LMM}}} \tag{2.93}
\end{equation*}
$$

as proposed in Tkachuk (2013). Thus, the speed-up for selectively scaled mass matrices in comparison to lumped mass matrices results not only from the ratio of the time steps but also from the overhead in the solver due to the non-diagonal structure of the scaled mass matrix.

Note that the physical speed-up $S$ in terms of the computation time can only be measured in a highly efficient explicit code. In the present C++-based finite element code NumPro, where the methods presented herein are implemented, the element processing time is significantly larger than in any commercial explicit code. However, the computational time for the solution of a linear system of equations is competitive with commercial codes since efficient solvers and external libraries are used. The reason for the higher element processing time is that the code is developed for both implicit and explicit anal-
yses and therefore the data structures can not be optimized towards top-performance in the explicit mode. Moreover, the code serves as research tool for doctoral students and therefore readability is of higher importance than efficiency of implementation.

Therefore, throughout this work the speed-up is evaluated in terms of the ratio of the time step size of the scaled mass matrix and the lumped mass matrix rather than measuring computational time. Additionally, the condition number of the mass matrix can be provided as a measure for the number of iterations in an iterative solver for linear systems of equations.

### 2.5 Reciprocal mass matrix approaches

All mass scaling approaches presented in Section 2.4 introduce a scaled mass $\mathbf{M}^{\circ}$ in the semi-discrete equation of motion

$$
\begin{equation*}
\mathbf{M}^{\circ} \ddot{\mathbf{U}}=\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}} \tag{2.94}
\end{equation*}
$$

Conventional mass scaling keeps the diagonal structure of the mass matrix, but significantly influences the element inertia. Algebraic selective mass scaling by Olovsson et al. (2005) and variational mass scaling by Tkachuk and Bischoff (2013) partly preserves the inertia, but results in a non-diagonal mass matrix. Cocchetti et al. (2013) propose a selective mass scaling approach for solid-shells, where the mass matrix is lumped by neglecting the off-diagonal terms. GaO and Calo (2014) suggest for mass matrices with tensor-product structure of the form $\left(\mathbf{M}_{x} \otimes \mathbf{M}_{y}\right)$, like for regular isogeometric finite elements, to exploit the special property $\left(\mathbf{M}_{x} \otimes \mathbf{M}_{y}\right)^{-1}=\mathbf{M}_{x}^{-1} \otimes \mathbf{M}_{y}^{-1}$. Then, a fast solution is obtained by recursively applying a series of one-dimensional mass matrices. For more complex geometries, where a coupling term occurs in the integral, the factorization is not possible. In this case, the obtained inverse without coupling term is used as a preconditioner in the conjugate gradient method to obtain a fast iterative solution.

Alternatively, since one is not interested in the mass matrix, but only in the accelerations, a reciprocal (or inverse) mass matrix $\mathbf{C}^{\circ}$ can be directly constructed so that the semidiscrete equation of motion

$$
\begin{equation*}
\ddot{\mathbf{U}}=\mathbf{C}^{\circ}\left(\mathbf{F}^{\text {ext }}-\mathbf{F}^{\text {int }}\right) \tag{2.95}
\end{equation*}
$$

is used instead. For a computationally efficient solution the reciprocal mass matrix should be sparse, i.e. with the same fill-in as the consistent mass matrix or less. For a sufficiently accurate solution the reciprocal mass matrix should provide at least the
same convergence rate as the lumped mass matrix for the lowest eigenfrequencies. Additionally, the matrix should be positive definite and symmetric. Existing approaches for the direct construction of an inverse mass matrix are discussed in the following.

### 2.5.1 Inverse mass matrix by approximation

In the work of Lombardo and Askes (2013) a non-diagonal mass matrix for explicit dynamics is developed, subsequently an approximation of the inverse of this mass matrix is introduced.

The mass matrix is developed in the context of a continuum theory taking micro-inertia into account. The effect of the incorporated micro-inertia is that dispersion effects occuring in micro-structured materials can be modelled. The strong form of dynamic equilibrium with micro-inertia in 1-D and 2-D read

$$
\begin{align*}
& \text { 1-D: } \rho\left(\ddot{u}_{x}-l_{\text {mic }}^{2} \ddot{u}_{x, x x}\right)=E u_{x, x x}  \tag{2.96}\\
& \text { 2-D: }\left\{\begin{aligned}
\rho\left(\ddot{u}_{x}-l_{\text {mic }}^{2}\left(\ddot{u}_{x, x x}+\ddot{u}_{x, y y}\right)\right) & =(\lambda+\mu)\left(u_{x, x x}+u_{y, x y}\right)+\mu\left(u_{x, x x}+u_{x, y y}\right) \\
\rho\left(\ddot{u}_{y}-l_{\text {mic }}^{2}\left(\ddot{u}_{y, x x}+\ddot{u}_{y, y y}\right)\right) & =(\lambda+\mu)\left(u_{y, y y}+u_{x, x y}\right)+\mu\left(u_{y, x x}+u_{y, y y}\right)
\end{aligned}\right. \tag{2.97}
\end{align*}
$$

with $l_{\text {mic }}$ being the micro-inertia length scale. The resulting finite element formulation is identical to standard continuum elasticity, only the mass matrix is altered. The standard mass matrix is replaced by the mass matrix with micro-inertia $\mathbf{M}^{D}+\mathbf{M}_{m} \cdot \mathbf{M}^{\mathrm{D}}$ is the standard lumped mass matrix and $\mathrm{M}^{\mathrm{m}}$ is the non-diagonal micro-inertia modification matrix. $\mathbf{M}^{\mathrm{m}}$ is obtained by assembly of the element micro-inertia matrix

$$
\begin{equation*}
\mathbf{m}_{e}^{\mathrm{m}}=\int_{\Omega_{e}} \rho l_{\mathrm{mic}}^{2} \nabla \mathbf{N}^{\mathrm{T}} \nabla \mathbf{N} \mathrm{~d} \Omega_{e} \tag{2.98}
\end{equation*}
$$

with $\nabla \mathbf{N}$ being the standard gradient operator. In 1-D, $\nabla \mathbf{N}=\overline{\mathbf{B}}$ with $\overline{\mathbf{B}}$ being the strain-displacement operator, which was already introduced earlier.

Since mass lumping of $\mathbf{M}^{D}+\mathbf{M}_{m}$ would simply erase the micro-inertia terms, the inverse of the mass matrix is approximated by a directly constructed inverse, resulting from Neumann expansion. The inverse mass matrix follows either from the first order approximation with

$$
\begin{equation*}
\mathbf{C}^{\mathrm{mic}, 1}=\mathbf{M}^{\mathrm{inv}}-\mathbf{M}^{\mathrm{inv}} \mathbf{M}^{\mathrm{m}} \mathbf{M}^{\mathrm{inv}} \tag{2.99}
\end{equation*}
$$

or from the second order approximation with

$$
\begin{equation*}
\mathbf{C}^{\mathrm{mic}, 2}=\mathbf{M}^{\mathrm{inv}}-\mathbf{M}^{\mathrm{inv}} \mathbf{M}^{\mathrm{m}} \mathbf{M}^{\mathrm{inv}}+\mathbf{M}^{\mathrm{inv}} \mathbf{M}^{\mathrm{m}} \mathbf{M}^{\mathrm{inv}} \mathbf{M}^{\mathrm{m}} \mathbf{M}^{\mathrm{inv}} \tag{2.100}
\end{equation*}
$$

where $\mathbf{M}^{\text {inv }}$ is the inverse of the standard lumped mass matrix.
Note that eq. (2.99) and (2.100) work only on the global level. An approximation on the local level and subsequent assembly are not allowed due to the non-additivity of inverse matrices. The variational framework introduces a special trick to allow the assembly, see Section 3.1 and the following.

Alternative approaches to obtain an approximation of the inverse mass matrix were recently proposed by Wu and Qiu (2009), Chan and Evans (2018) and Hanukah and Givli (2018). While Wu and Qiu (2009) propose an iterative approach to obtain the inverse mass matrix, Hanukah and Givli (2018) suggests a new numerical quadrature scheme.

### 2.5.2 Variational selective reciprocal mass scaling (VSRMS) for simplex elements with constant density

The modified Hamilton's principle proposed in Tkachuk (2013) can not only be used to derive variationally scaled mass matrices, but with a specific choice of scaling parameters and a specific choice of ansatz functions, variationally consistent reciprocal (=inverse) mass matrices can be constructed directly. The derivation proposed in Tkachuk and Bischoff (2015) uses the modified kinetic energy from eq. (2.89), the parameters $C_{1}, C_{2}$ and $C_{3}$ are set to $C_{1}=-1$ and $C_{3}=0, C_{2}$ is kept as free parameter. Elimination of the velocity ansatz functions on the element level by static condensation and employment of the biorthogonality condition between the linear momentum and displacement shape functions yields the equation of motion

$$
\left\{\begin{array}{l}
\dot{\mathbf{P}}=\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\text {int }}  \tag{2.101}\\
\dot{\mathbf{U}}=\mathbf{C}^{\circ} \mathbf{P}
\end{array}\right.
$$

with the displacement $\mathbf{U}$, the linear momentum $\mathbf{P}$ and the variationally selectively scaled reciprocal mass matrix $\mathbf{C}^{\circ}$. A similar system of equation (with independent displacement and velocity) results from the algebraically constructed dispersion correction by Krenk (2001). Insertion of the second equation into the first one $\left((2.101)_{2}\right.$ into $\left.(2.101)_{1}\right)$ results in the standard equation of motion for reciprocal mass matrices (see eq. (2.95)).

Within the present work, improvements, enhancements and further analysis of the formulation by Tkachuk and Bischoff (2015) are discussed. In the initial work of

Tkachuk and Bischoff (2015), only simplex elements were considered, where the construction of the biorthogonal shape functions is unique. In Chapter 3, the construction for non-simplex elements is discussed. In the presence of Dirichlet boundary conditions modifications on the biorthogonal basis are necessary to retain a purely explicit scheme. This modification is also not unique for non-simplex elements and is discussed in Section 3.7.1 (for non-simplex elements). The formulation proposed in Tkachuk and Bischoff (2015) provides satisfactory results only for problems with homogeneous material. An improved formulation for problems with non-constant density is proposed in Schaeuble et al. (2017) in form of a $\mathbf{u}-\mathbf{v}-\mathbf{v}_{p}$-formulation, where the third independent field is a mass-specific linear momentum (or velocity, defined in dependence of the linear momentum field). Later, the author understood that the crucial step for preserving the mass in case of non-constant density is not the choice of primary variables but the resulting construction of the biorthogonal basis. Therefore, both the $\mathbf{u}-\mathbf{v}-\mathbf{v}_{p^{-}}$and the $\mathbf{u}-\mathbf{v}-\mathbf{p}$-formulation can be used, their equivalence is discussed in Section 3.2.2. Appropriate ansatz spaces for inhomogeneous media are discussed in Section 3.6.

The standard time discretization scheme for lumped mass matrices given in Section 2.3.1 needs to be adjusted for reciprocal mass matrices. In step 1, both the variationally scaled reciprocal mass matrix $\mathbf{C}^{\circ}$ and the lumped mass matrix $\mathbf{M}^{\mathrm{D}}$ are computed. In steps 3 and 9 the accelerations $\ddot{\mathrm{U}}_{n}$ are obtained from the relatively cheap sparse matrixvector multiplication $\ddot{\mathbf{U}}_{n}=\mathbf{C}^{\circ} \mathbf{F}_{n}^{\text {tot }}$ and similarly for the accelerations at $t_{n+1}$. To save costs in the check of the energy balance, the kinetic energy is approximated with the lumped mass matrix to $W_{\text {kin }}^{n+1}=\frac{1}{2}\left(\dot{\mathbf{U}}_{n+1}\right)^{\mathrm{T}} \mathbf{M}^{\mathrm{D}} \dot{\mathbf{U}}_{n+1}$. Alternatively, the kinetic energy could be computed from the reciprocal mass matrix and the linear momentum with $W_{\text {kin }}^{n+1}=\frac{1}{2}\left(\dot{\mathbf{P}}_{n+1}\right)^{\mathrm{T}} \mathbf{C}^{\circ} \dot{\mathbf{P}}_{n+1}$. If one is not interested in the exact energy balance or reaction forces, the linear momentum $\mathbf{P}$ does not need to be computed, i.e. the necessary modifications in the control routine of a finite element program (i.e. on the global level outside of the element formulation) are very small. While for mass scaling the free parameters can be arbitrarily increased to enlarge the allowable time step (of course with decreasing accuracy and with inacceptable accuracy at some point), the increase of the allowable time step for reciprocal mass matrices is limited by stability issues.

### 2.5.3 Reciprocal mass matrices without dual basis

Two main disadvantages of the variationally selectively scaled reciprocal mass matrix are the following: First, biorthogonal bases need to be found for the construction and second, modifications are necessary in presence of displacement boundary conditions. Both of these disadvantages are addressed in the paper of González et al. (2018a).

Therein, the inverse mass matrix is constructed by usage of the standard elemental mass matrices, i.e. the lumped and the consistent mass matrix. In this way, biorthogonal spaces are omitted. The boundary conditions are employed by the method of localized Lagrange multipliers.

Recently, the application to isogeometric analysis is considered in González et al. (2018b).

### 2.6 Finite element templates

In the previous two sections, the focus was mainly on inertia scaling for explicit dynamics, i.e. the aim of the proposed mass or inverse mass matrices was a significant increase of the critical time step. All the scaled mass and inverse mass matrices presented therein had free parameters in their formulation and can therefore be called templates.

In general, a finite element template is defined as an algebraic form carrying free parameters. These free parameters occur in the stiffness or mass matrix formulation, or can even be introduced in the kinetic energy term included earlier in the derivation (resulting then as well in a parametrization of the inertia term, i.e. in a parametrized mass or inverse mass matrix). The free parameters can be customized to particular needs. In the context of inertia scaling the free parameters of the scaled mass and inverse mass matrices are mainly chosen for high speed-up. Within the present work, the proposed variationally consistent inertia templates are not only to be tuned for speed-up, but also for other customization goals, like optimal low frequency accuracy.

According to Felippa (2004), templates can be classified by their parametrization technique. One distinguishes matrix-weighted parametrization, spectral parametrization and entry-weighted parametrization. Also combinations of these parametrization techniques are possible, resulting in so-called multilevel parametrization.

The advantage of templates are that specific conditions may be satisfied a priori, for example stability or consistency of the stiffness matrix or non-negativity or linear momentum preservation of the mass matrix. Templates allow the construction of a set of mass or stiffness matrices at once, but only one template has to be coded. This saves a lot of implementation effort. Standard matrices, like the consistent or lumped mass matrix, can be obtained as special instances of the mass template. A disadvantage is that implementation of a template is more complicated than implementation of a standard finite element. Often, a symbolic analysis is required to determine optimal free parameters for a specific customization goal.

Originally, templates were mainly proposed for stiffness matrices to construct highperformance finite elements with the aim of achieving sufficient accuracy with a relatively coarse mesh. Bergan and Hanssen (1975) suggested to derive the coefficients of the stiffness matrix by a direct algebraic approach, i.e. directly from linear constraint equations guaranteeing convergence, performing a so-called individual element test. Subsequently, a simplified approach to derive the stiffness matrix, the free formulation was proposed by Bergan (1980) and Bergan and Nygård (1984). Herein, the stiffness matrix is composed of a basic and a higher-order stiffness matrix with

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}_{\mathrm{b}}+\mathbf{K}_{\mathrm{h}} . \tag{2.102}
\end{equation*}
$$

The basic stiffness matrix $\mathbf{K}_{\mathrm{b}}$ guarantees consistency whereas the higher-order stiffness matrix $\mathbf{K}_{\mathrm{h}}$ guarantees stability (rank sufficiency). The second term can also be adjusted for optimal accuracy. The matrix $\mathbf{K}_{\mathrm{h}}$ is orthogonal to rigid body motions and constant strain states to leave these basic modes unaltered. Based on the free formulation Bergan and Felippa (1985) proposed the first rank-sufficient triangular membrane element with drilling degrees of freedom. It can be understood as the first paper in the direction of templates by Carlos Felippa, many more followed. As a second root of templates, the ANDES (assumed natural deviatoric strain) formulation (Felippa and Militello (1992)) can be seen, which was a further development of the assumed natural strain(ANS) formulation. While in the free formulation the higher-order stiffness is displacement-based, the deviatoric part of the assumed strains is used in the ANDES element.

To provide a general formulation that contains most of the proposed templates, Felippa proposed general parametrized variational principles for elasticity (and electromagnetics) in Felippa (1994). A parametrized variational principle (PVP) is a functional with free parameters. The Euler-Lagrange equation and natural boundary conditions are independent of these parameters. Both single-field and multi-field parameterized variational principles exist, the standard principles like the Hellinger-Reissner principle, the Hu-Washizu principle and the total potential energy functional can be obtained as special instances of the PVP.

To obtain optimal results in structural dynamics, the mass and stiffness matrix need to be adjusted to each other resulting in so-called mass-stiffness templates as proposed by Felippa (2001a, b). Therein, high performance Euler-Bernoulli beam elements for vibration and buckling analysis are proposed. Highly optimized mass-stiffness templates tend to become sensitive to mesh distortion or material inhomogeneity. Therefore, often only the mass matrix is adjusted for a given stiffness matrix and a specific customization goal (see for example the tutorial paper of Felippa Et Al. (2015)). Possible customiza-
tion goals are optimal low frequency accuracy of the acoustic branch, a constant optical branch or angular momentum preservation.

Independent from the ideas of templates, several alternative mass matrices with improved properties were reported. The first non-standard mass matrix was proposed by MacNeal (1970) who suggested to use an average of the consistent and lumped mass matrix. Belytschko and Mullen (1978) studied this suggestion by Fourier analysis, a customization technique that is used also in Chapter 4 to customize the proposed inertia templates. Krieg and Key (1973) proposed that the time discretization scheme need to be chosen with respect to the spatial discretization to obtain optimal results. This idea is used in the full dispersion analysis (FDA), see e.g. Kolman et al. (2016).

Inspired from the work of Felippa on PVPs, a parametrized variational formulation based on Hamilton's principle was proposed by Tkachuk (2013). The initial aim was to find a variational basis for the earlier proposed algebraic mass scaling methods.

## Variationally consistent reciprocal mass matrices

In this chapter the variational formulation and the appropriate choice of ansatz spaces for consistent inertia templates are discussed. Although the presented formulation is valid for both mass and reciprocal mass matrices, the focus herein is on reciprocal mass matrices. The reason is that the advancements discussed in this chapter have only an influence on reciprocal mass matrices, whereas the formulation for variationally consistent mass matrices (as presented in Tkachuk and Bischoff (2013)) remains unaffected. In the first section the basic ideas of the direct construction of reciprocal mass matrices are demonstrated by simple thought experiments. In the second section the variational formulation is presented in its original form (cf. Tkachuk and Bischoff (2015)) and the requirements on the ansatz spaces for a variationally consistent formulation for constant density are discussed. In the subsequent section the limitation of the formulation for material with non-constant density is shown and improved ansatz spaces are proposed. The choice of ansatz spaces is verified by simple checks for mass preservation for different density distributions and inertia patch tests. The chapter closes with the discussion of the treatment of boundary conditions and multi-point constraints for general solid finite elements with reciprocal mass matrices.

### 3.1 Basic ideas of the direct assembly of reciprocal mass matrices

In general, reciprocal, i.e. inverse mass matrices may not be simply assembled from the element level. This fact can be visualized by the following thought-experiment: The assembly of two linear one-dimensional finite elements is considered. The geometric and
material properties are given in Figure 3.1. The (lumped) mass matrix on the element level and the inverse of it are

$$
\mathbf{m}_{e}=\left[\begin{array}{cc}
2500 & 0  \tag{3.1}\\
0 & 2500
\end{array}\right], \quad \mathbf{m}_{e}^{-1}=\left[\begin{array}{cc}
\frac{1}{2500} & 0 \\
0 & \frac{1}{2500}
\end{array}\right]
$$

respectively. While the mass matrix on the global level is obtained from assembly of the element mass matrices, i.e. the global mass matrix is

$$
\mathbf{M}=\bigcup_{e} \mathbf{m}_{e}=\left[\begin{array}{ccc}
2500 & 0 & 0  \tag{3.2}\\
0 & 5000 & 0 \\
0 & 0 & 2500
\end{array}\right]
$$

the inverse of the global mass matrix may not be simply obtained by assembly, i.e.

$$
\mathbf{M}^{-1}=\left[\begin{array}{ccc}
\frac{1}{2500} & 0 & 0  \tag{3.3}\\
0 & \frac{1}{5000} & 0 \\
0 & 0 & \frac{1}{2500}
\end{array}\right] \neq \bigcup_{e}\left(\mathbf{m}_{e}^{-1}\right)=\left[\begin{array}{ccc}
\frac{1}{2500} & 0 & 0 \\
0 & \frac{2}{2500} & 0 \\
0 & 0 & \frac{1}{2500}
\end{array}\right]
$$

This observation is not very astonishing and equivalent to the fact that the reciprocal of a sum of numbers is not equivalent to the sum of the reciprocals of these numbers.


Figure 3.1: Assembly of two linear finite elements with identical material properties.

Continuing the thought-experiment, an appropriate element inverse mass matrix $\mathbf{c}_{e}$ for the left and right element would be

$$
\mathbf{c}_{1}=\left[\begin{array}{cc}
\frac{1}{2500} & 0  \tag{3.4}\\
0 & \frac{1}{10000}
\end{array}\right], \quad \mathbf{c}_{2}=\left[\begin{array}{cc}
\frac{1}{10000} & 0 \\
0 & \frac{1}{2500}
\end{array}\right],
$$

which would result in the correct inverse of the system mass matrix by assembly. Here, the division of the reciprocal mass at the common degree of freedom is unique, due to the symmetry condition. These algebraically constructed inverse mass matrices on the element level show that the element inverse mass matrices of a single element and
an assembled element are not the same, compare $\mathbf{m}_{e}^{-1}$ with $\mathbf{c}_{1}$ or $\mathbf{c}_{2}$. The reason is that an appropriate element inverse mass matrix for assembly needs to know about its connectivity.

The algebraically constructed element inverse mass matrix $\mathbf{c}_{e}$ can also be obtained from the inverted element mass matrix $\mathbf{m}_{e}^{-1}$ by pre- and post-multiplying it with a diagonal (unitless) transformation matrix $\mathbf{a}_{e}$, i.e.

$$
\begin{array}{lll}
\mathbf{c}_{1}=\mathbf{a}_{1} \mathbf{m}_{1}^{-1} \mathbf{a}_{1}, & \text { with } & \mathbf{a}_{1}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 / 2
\end{array}\right], \\
\mathbf{c}_{2}=\mathbf{a}_{2} \mathbf{m}_{2}^{-1} \mathbf{a}_{2}, & \text { with } & \mathbf{a}_{2}=\left[\begin{array}{cc}
1 / 2 & 0 \\
0 & 1
\end{array}\right] . \tag{3.6}
\end{array}
$$

Only after transformation, the inverted element mass matrix may be assembled, and results in a global inverse mass matrix which preserves mass.

In this thought-experiment it was visualized that an inverse mass matrix may not be simply obtained from assembly of the inverted element matrices. In the following, a variational framework is presented which results in a template of consistent mass and reciprocal mass matrices. These sparse matrices are obtained directly by assembly from the element level. The pre- and post-multiplication to allow the assembly as described in eq. (3.5) and (3.6) for algebraic matrices results directly from the variational framework.

### 3.2 Variational formulation

In this section the variational formulation is given in form of the $\mathbf{u}$ - $\mathbf{v}-\mathbf{p}$-formulation (cf. Tkachuk and Bischoff (2015)). A remark on the alternative $\mathbf{u}-\mathbf{v}-\mathbf{v}_{p}$-formulation and their relation is provided subsequently.

### 3.2.1 The u-v-p-formulation

For the derivation of the variationally consistent inertia templates, the formulation of the kinetic energy is enriched by additional terms, where independent variables for the displacement $\mathbf{u}$, the velocity $\mathbf{v}$ and the (volume specific) linear momentum $\mathbf{p}$ are introduced. These three independent fields are linked through free parameters. These
free parameters $C_{1}, C_{2}$ and $C_{3}$ can later be used for inertia scaling and customization. The modified kinetic energy thus reads

$$
\begin{align*}
W_{\text {kin }}^{\circ}\left(\dot{\mathbf{u}}, \mathbf{v}, \mathbf{p}, C_{1}, C_{2}, C_{3}\right) & =\frac{1}{2} \int_{\Omega} \rho \dot{\mathbf{u}}^{2} \mathrm{~d} \Omega \\
& +\int_{\Omega}\left(\frac{C_{1}}{2 \rho}(\rho \dot{\mathbf{u}}-\mathbf{p})^{2}+\frac{C_{2}}{2 \rho}(\rho \mathbf{v}-\mathbf{p})^{2}+\frac{C_{3} \rho}{2}(\mathbf{v}-\dot{\mathbf{u}})^{2}\right) \mathrm{d} \Omega . \tag{3.7}
\end{align*}
$$

To make the independent variables better visible, the modified kinetic energy (3.7) can as well be written in matrix template form with

$$
W_{\text {kin }}^{\circ}=\frac{1}{2} \int_{\Omega}\left[\begin{array}{c}
\rho \dot{\mathbf{u}}  \tag{3.8}\\
\rho \mathbf{v} \\
\mathbf{p}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\left(1+C_{1}+C_{3}\right) \mathbf{I} & -C_{3} \mathbf{I} & -C_{1} \mathbf{I} \\
-C_{3} \mathbf{I} & \left(C_{2}+C_{3}\right) \mathbf{I} & -C_{2} \mathbf{I} \\
-C_{1} \mathbf{I} & -C_{2} \mathbf{I} & \left(C_{1}+C_{2}\right) \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{u}} \\
\mathbf{v} \\
\rho^{-1} \mathbf{p}
\end{array}\right] \mathrm{d} \Omega
$$

This modified kinetic energy is then introduced into standard Hamilton's principle from eq. (2.41) leading to a modified Hamilton's principle

$$
\begin{equation*}
H^{\circ}=\int_{t_{0}}^{t_{\text {end }}}\left(W_{\text {kin }}^{\circ}-\left(W_{\text {int }}+W_{\text {ext }}\right)\right) \mathrm{d} t \rightarrow \text { stat. } \tag{3.9}
\end{equation*}
$$

This formulation is also denoted as penalized Hamilton's principle in Tkachuk (2013). With all free parameters set to zero, the original form of Hamilton's principle can be recovered. To satisfy the stationarity of the principle, the first variation of modified Hamilton's principle must be zero, i.e.

$$
\begin{align*}
\delta H^{\circ} & =\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \dot{\mathbf{u}}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \dot{\mathbf{u}}-C_{3} \rho \mathbf{v}-C_{1} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{v}^{\mathrm{T}}\left(-C_{3} \rho \dot{\mathbf{u}}+\left(C_{2}+C_{3}\right) \rho \mathbf{v}-C_{2} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{p}^{\mathrm{T}}\left(-C_{1} \dot{\mathbf{u}}-C_{2} \mathbf{v}+\left(C_{1}+C_{2}\right) \rho^{-1} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t  \tag{3.10}\\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \boldsymbol{\varepsilon}^{\mathrm{T}} \mathbf{D} \boldsymbol{\varepsilon} \mathrm{~d} \Omega-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma}\right) \mathrm{d} t=0 .
\end{align*}
$$

To remove the first derivative from the test function $\delta \dot{\mathbf{u}}$, the first term of eq. (3.10) is integrated by parts in time yielding

$$
\begin{align*}
& \int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \dot{\mathbf{u}}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \dot{\mathbf{u}}-C_{3} \rho \mathbf{v}-C_{1} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t \\
= & -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{u}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \ddot{\mathbf{u}}-C_{3} \rho \dot{\mathbf{v}}-C_{1} \dot{\mathbf{p}}\right) \mathrm{d} \Omega\right) \mathrm{d} t  \tag{3.11}\\
& +\left.\left(\int_{\Omega} \delta \mathbf{u}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \dot{\mathbf{u}}-C_{3} \rho \mathbf{v}-C_{1} \mathbf{p}\right) \mathrm{d} \Omega\right)\right|_{t_{0}} ^{t_{\text {end }}} .
\end{align*}
$$

Assuming that the variation $\delta \mathbf{u}$ is zero at the time interval boundaries $t=0$ and $t=t_{\text {end }}$, the last term vanishes. The weak form, which provides the basis for the discretization in space, is thus

$$
\begin{align*}
\delta H^{\circ}= & -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{u}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \mathbf{\mathbf { u }}-C_{3} \rho \dot{\mathbf{v}}-C_{1} \dot{\mathbf{p}}\right) \mathrm{d} \Omega\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{v}^{\mathrm{T}}\left(-C_{3} \rho \dot{\mathbf{u}}+\left(C_{2}+C_{3}\right) \rho \mathbf{v}-C_{2} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \mathbf{p}^{\mathrm{T}}\left(-C_{1} \dot{\mathbf{u}}-C_{2} \mathbf{v}+\left(C_{1}+C_{2}\right) \rho^{-1} \mathbf{p}\right) \mathrm{d} \Omega\right) \mathrm{d} t  \tag{3.12}\\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\int_{\Omega} \delta \boldsymbol{\varepsilon}^{\mathrm{T}} \mathbf{D} \boldsymbol{\varepsilon} \mathrm{~d} \Omega-\int_{\Omega} \rho \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega-\int_{\Gamma_{\sigma}} \delta \mathbf{u}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma}\right) \mathrm{d} t=0 .
\end{align*}
$$

From eq. (3.12), the Euler-Lagrange equations

$$
\left\{\begin{align*}
\rho\left(1+C_{1}+C_{3}\right) \ddot{\mathbf{u}}-\rho C_{3} \dot{\mathbf{v}}-C_{1} \dot{\mathbf{p}} & =\mathbf{L}^{\mathrm{T}} \boldsymbol{\sigma}+\hat{\mathbf{b}}  \tag{3.13}\\
-C_{3} \rho \dot{\mathbf{u}}+\left(C_{2}+C_{3}\right) \rho \mathbf{v}-C_{2} \mathbf{p} & =\mathbf{0} \\
-C_{1} \rho \dot{\mathbf{u}}-C_{2} \rho \mathbf{v}+\left(C_{1}+C_{2}\right) \mathbf{p} & =\mathbf{0}
\end{align*}\right.
$$

can be recovered. The three-field formulation described herein can be represented by the Tonti diagram, which is illustrated in Figure 3.2. The independent fields are highlighted in the Figure by bold boxes.


Figure 3.2: Tonti diagram of the proposed formulation.

### 3.2.2 A remark on the $\mathbf{u}-\mathrm{v}-\mathrm{v}_{p}$-formulation

In the previous section, the displacement $\mathbf{u}$, the velocity $\mathbf{v}$ and the (volume specific) linear momentum $\mathbf{p}$ were used as independent variables, like it was done in the original work of Tkachuk (2013) and in the first paper on variationally scaled reciprocal mass matrices by Tkachuk and Bischoff (2015). Note that the mass-specific linear momentum $\mathbf{v}_{p}$ can as well be used as third independent variable instead of the volumespecific linear momentum $\mathbf{p}$. This approach is realized in Schaeuble et al. (2017). In general, the reparametrization $\mathbf{p}=\rho \mathbf{v}_{p}$ has no influence on the result; only the choice of ansatz functions associated with it improved the performance for non-constant density, as shown in Schaeuble et al. (2017). Therefore, the reparametrization is not required and the $\mathbf{u}-\mathbf{v}-\mathbf{v}_{p}$-formulation can today be understood as a development vehicle to the formulation presented herein. Herein, the original $\mathbf{u}-\mathbf{v}-\mathbf{p}$-formulation is used in the following and the construction of the ansatz functions is corrected to obtain the same results as in Schaeuble et al. (2017) and improved results compared to Tkachuk and Bischoff (2015) for non-constant density. Details on the choice of linear momentum ansatz functions are provided in Sections 3.4 and 3.6.

### 3.3 Discretization in space

In this section the discretization in space of the variational formulation is introduced. First, a general inertia template is derived. Then, specific parameter choices lead to the variationally scaled mass and reciprocal mass matrices.

### 3.3.1 The general inertia template

Independent ansatz functions for displacement, velocity and volume-specific linear momentum are used, without specifying the shape functions in detail.

Discretization of the weak form in space is carried out using Bubnov-Galerkin finite elements with

$$
\begin{align*}
\mathbf{u}^{\mathrm{h}}(\mathbf{X}, t) & =\mathbf{N}(\mathbf{X}) \mathbf{U}_{e}(t), & \mathbf{v}^{\mathrm{h}}(\mathbf{X}, t) & =\boldsymbol{\Psi}(\mathbf{X}) \mathbf{V}_{e}(t), & \mathbf{p}^{\mathrm{h}}(\mathbf{X}, t) & =\chi(\mathbf{X}) \mathbf{P}_{e}(t), \\
\delta \mathbf{u}^{\mathrm{h}}(\mathbf{X}, t) & =\mathbf{N}(\mathbf{X}) \delta \mathbf{U}_{e}(t), & \delta \mathbf{v}^{\mathrm{h}}(\mathbf{X}, t) & =\boldsymbol{\Psi}(\mathbf{X}) \delta \mathbf{V}_{e}(t), & \delta \mathbf{p}^{\mathrm{h}}(\mathbf{X}, t) & =\chi(\mathbf{X}) \delta \mathbf{P}_{e}(t) \tag{3.14}
\end{align*}
$$

The continuous displacement $\mathbf{u}$, the velocity $\mathbf{v}$ and the linear momentum $\mathbf{p}$ (or approximated $\mathbf{u}^{\mathrm{h}}$, $\mathbf{v}^{\mathrm{h}}$ and $\mathbf{p}^{\mathrm{h}}$ ) have dimensions $\mathrm{m}, \mathrm{m} / \mathrm{s}$ and $(\mathrm{kgm} / \mathrm{s}) / \mathrm{m}^{3}$, respectively. The discretized displacement $\mathbf{U}_{e}$, the velocity $\mathbf{V}_{e}$ and the linear momentum $\mathbf{P}_{e}$ have the dimensions $\mathrm{m}, \mathrm{m} / \mathrm{s}$ and $\mathrm{kg} \mathrm{m} / \mathrm{s}$, respectively. Therefore, while the displacement and velocity ansatz functions $\mathbf{N}$ and $\Psi$ are dimensionless, the linear momentum ansatz functions $\boldsymbol{\chi}$ have the dimension $1 / \mathrm{m}^{3}$.

Insertion of the discretization from eq. (3.14) into the weak form of eq. (3.12) leads to the discretized form of modified Hamilton's principle on the element level with

$$
\begin{align*}
\delta H_{e}^{\circ}= & -\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{U}_{e}^{\mathrm{T}} \int_{\Omega_{e}} \mathbf{N}^{\mathrm{T}}\left(\left(1+C_{1}+C_{3}\right) \rho \mathbf{N} \ddot{\mathbf{U}}_{e}-C_{3} \rho \Psi \dot{\mathbf{V}}_{e}-C_{1} \boldsymbol{\chi} \dot{\mathbf{P}}_{e}\right) \mathrm{d} \Omega_{e}\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{V}_{e}^{\mathrm{T}} \int_{\Omega_{e}} \Psi^{\mathrm{T}}\left(-C_{3} \rho \mathbf{N} \dot{\mathbf{U}}_{e}+\left(C_{2}+C_{3}\right) \rho \Psi \mathbf{V}_{e}-C_{2} \chi \mathbf{P}_{e}\right) \mathrm{d} \Omega_{e}\right) \mathrm{d} t \\
& +\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{P}_{e}^{\mathrm{T}} \int_{\Omega_{e}} \chi^{\mathrm{T}}\left(-C_{1} \rho \mathbf{N} \dot{\mathbf{U}}_{e}-C_{2} \rho \Psi \mathbf{V}_{e}+\left(C_{1}+C_{2}\right) \chi \mathbf{P}_{e}\right) \mathrm{d} \Omega_{e}\right) \mathrm{d} t  \tag{3.15}\\
& -\int_{t_{0}}^{t_{\text {end }}}\left(\delta \mathbf{U}_{e}^{\mathrm{T}} \int_{\Omega_{e}}\left(\mathbf{N}^{\mathrm{T}} \mathbf{L}^{\mathrm{T}}\right) \boldsymbol{\sigma} \mathrm{d} \Omega_{e}-\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega_{e}-\int_{\Gamma_{\sigma e}} \mathbf{N}^{\mathrm{T}} \hat{\mathbf{t}} \mathrm{~d} \Gamma_{\sigma e}\right) \mathrm{d} t .
\end{align*}
$$

Beside the internal and external force vector $\mathbf{F}^{\text {int }}$ and $\mathbf{F}^{\text {ext }}$ and the standard consistent mass matrix M, which were already introduced in Section 2.2, the following matrices
are introduced:

$$
\begin{array}{rlrl}
\mathbf{B} & =\bigcup_{e} \mathbf{b}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \boldsymbol{\Psi} \mathrm{~d} \Omega_{e}\right), \\
\mathbf{Y} & =\bigcup_{e} \mathbf{y}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \boldsymbol{\Psi}^{\mathrm{T}} \boldsymbol{\Psi} \mathrm{~d} \Omega_{e}\right), & \mathbf{A}=\bigcup_{e} \mathbf{a}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \mathbf{N}^{\mathrm{T}} \boldsymbol{\chi} \mathrm{~d} \Omega_{e}\right), \\
\mathbf{C} & =\bigcup_{e} \mathbf{c}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho^{-1} \boldsymbol{\chi}^{\mathrm{T}} \boldsymbol{\chi} \mathrm{~d} \Omega_{e}\right), & \mathbf{W}=\bigcup_{e} \mathbf{w}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \chi^{\mathrm{T}} \boldsymbol{\Psi} \mathrm{~d} \Omega_{e}\right) . \tag{3.18}
\end{array}
$$

The matrix $\mathbf{Y}$ can be interpreted as a mass matrix on the space $\mathbf{V}$ and $\mathbf{C}$ is the reciprocal mass matrix (RMM). Therefore, $\mathbf{Y}$ has dimension kg , the reciprocal mass matrix has dimension $\mathrm{kg}^{-1}$ and is square and positive definite by construction. $\mathbf{B}$ is a weighted projection matrix between the discrete spaces $\mathbf{U}$ and $\mathbf{V}$ with dimension kg . $\mathbf{A}$ and $\mathbf{W}$ are dimensionless projections of the discrete spaces $\mathbf{U}$ onto $\mathbf{P}$ and $\mathbf{P}$ onto $\mathbf{V}$, respectively.

With these matrices at hand and the independence of the variations $\delta \mathbf{U}_{e}, \delta \mathbf{V}_{e}$ and $\delta \mathbf{P}_{e}$, the semi-discrete equation of motion on the global level

$$
\left\{\begin{align*}
\left(1+C_{1}+C_{3}\right) \mathbf{M} \ddot{\mathbf{U}}-C_{3} \mathbf{B} \dot{\mathbf{V}}-C_{1} \mathbf{A} \dot{\mathbf{P}} & =\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}  \tag{3.19}\\
-C_{3} \mathbf{B}^{\mathrm{T}} \dot{\mathbf{U}}+\left(C_{2}+C_{3}\right) \mathbf{Y} \mathbf{V} & =C_{2} \mathbf{W}^{\mathrm{T}} \mathbf{P} \\
-C_{1} \mathbf{A}^{\mathrm{T}} \dot{\mathbf{U}} & =\left(-C_{1}-C_{2}\right) \mathbf{C P}+C_{2} \mathbf{W} \mathbf{V}
\end{align*}\right.
$$

is obtained. In presence of displacement boundary conditions, the system of equations is reduced and additional reaction forces need to be taken into account. The consideration of boundary conditions is discussed in Section 3.7.1 for reciprocal mass matrices.

In the following, two special cases of the general template are considered by specific parameter choices. The first choice leads to the variationally scaled consistent mass matrices presented first in Tkachuk and Bischoff (2013). The second choice leads to the variationally scaled reciprocal mass matrix presented first in Tkachuk and Bischoff (2015).

Note that even though the chapter is named 'Variationally consistent reciprocal mass matrices' the variationally scaled consistent mass matrices are described next for completeness, before the variationally scaled reciprocal mass matrices are described. Both will be used in Chapter 4 for inertia customization.

### 3.3.2 Variationally scaled consistent mass matrices (VSMS)

With $C_{1}=0, C_{2}=0$ and $C_{3}$ kept as free parameters, variationally scaled consistent mass matrices are considered. This parameter choice reduces the variational formulation to a two-field formulation with the independent variables $\mathbf{u}$ and $\mathbf{v}$. The modified kinetic energy herein is thus

$$
\begin{equation*}
W_{\text {kin }}^{\circ}\left(\dot{\mathbf{u}}, \mathbf{v}, C_{3}\right)=\frac{1}{2} \int_{\Omega} \rho \dot{\mathbf{u}}^{2} \mathrm{~d} \Omega+\frac{1}{2} \int_{\Omega} C_{3} \rho(\mathbf{v}-\dot{\mathbf{u}})^{2} \mathrm{~d} \Omega \tag{3.20}
\end{equation*}
$$

The semi-discrete equation of motion is

$$
\left\{\begin{align*}
\left(1+C_{3}\right) \mathbf{M} \ddot{\mathbf{U}}-C_{3} \mathbf{B} \dot{\mathbf{V}} & =\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}  \tag{3.21}\\
\mathbf{B}^{\mathrm{T}} \dot{\mathbf{U}} & =\mathbf{Y} \mathbf{V}
\end{align*}\right.
$$

In case of element-wise ansatz functions for $\boldsymbol{\Psi}$, the variable $\mathbf{V}$ can be eliminated from the system of equations above by static condensation as proposed in Hughes et al. (1976). This yields the equation of motion

$$
\begin{equation*}
\mathbf{M}^{\circ} \ddot{\mathbf{U}}=\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}} \tag{3.22}
\end{equation*}
$$

$\mathrm{M}^{\circ}$ is the variationally scaled mass matrix (VSMS) with

$$
\begin{equation*}
\mathbf{M}^{\circ}=\mathbf{M}+\lambda^{\circ} \tag{3.23}
\end{equation*}
$$

with the augmented mass

$$
\begin{equation*}
\lambda^{\circ}=C_{3}\left(\mathbf{M}-\mathbf{B Y} \mathbf{B}^{-1} \mathbf{B}^{\mathrm{T}}\right) \tag{3.24}
\end{equation*}
$$

The augmented mass $\boldsymbol{\lambda}^{\circ}$ can be computed on the element level, so that the matrix inversion $\mathbf{y}_{e}^{-1}$ is computationally cheap. The free parameter $C_{3}$ can be chosen uniformly for the whole geometry or varied from element to element. Especially for practical applications a non-uniform choice of the free parameters throughout the geometry may be used. It allows individual free parameters for each element depending on the element geometry and material properties to influence the elemental critical time step.

### 3.3.3 Variationally scaled consistent inverse mass matrices (VSRMS)

A second instance of the template from eq. (3.19) is obtained with $C_{1}=-1, C_{3}=0$ and $C_{2}$ kept as free parameter. The modified kinetic energy is thus

$$
\begin{equation*}
W_{\text {kin }}^{\circ}\left(\dot{\mathbf{u}}, \mathbf{v}, \mathbf{p}, C_{2}\right)=-\frac{1}{2} \int_{\Omega} \rho^{-1} \mathbf{p}^{2} \mathrm{~d} \Omega+\int_{\Omega} \dot{\mathbf{u}}^{\mathrm{T}} \mathbf{p} \mathrm{~d} \Omega+\frac{C_{2}}{2 \rho} \int_{\Omega}(\rho \mathbf{v}-\mathbf{p})^{2} \mathrm{~d} \Omega, \tag{3.25}
\end{equation*}
$$

leading to the semi-discrete equation of motion

$$
\left\{\begin{align*}
\mathbf{A} \dot{\mathbf{P}} & =\mathbf{F}^{\text {ext }}-\mathbf{F}^{\text {int }}  \tag{3.26}\\
\mathbf{A}^{\mathrm{T}} \dot{\mathbf{U}} & =\left(1-C_{2}\right) \mathbf{C P}+C_{2} \mathbf{W} \mathbf{V} \\
\mathbf{Y V} & =\mathbf{W}^{\mathrm{T}} \mathbf{P} .
\end{align*}\right.
$$

The variable $\mathbf{V}$ can again be eliminated from the system of equations above by static condensation, yielding the equation of motion

$$
\left\{\begin{align*}
\mathbf{A} \dot{\mathbf{P}} & =\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}  \tag{3.27}\\
\mathrm{~A}^{\mathrm{T}} \dot{\mathbf{U}} & =\mathbf{C}^{\circ} \mathbf{P} .
\end{align*}\right.
$$

The directly constructed variationally scaled reciprocal mass matrix (VSRMS) is

$$
\begin{equation*}
\mathrm{C}^{\circ}=\mathrm{C}+\tilde{\lambda}^{\circ} \tag{3.28}
\end{equation*}
$$

with the augmented reciprocal mass

$$
\begin{equation*}
\tilde{\lambda}^{\circ}=C_{2}\left(\mathbf{W} \mathbf{Y}^{-1} \mathbf{W}^{\mathrm{T}}-\mathbf{C}\right) . \tag{3.29}
\end{equation*}
$$

Again, the augmented reciprocal mass $\tilde{\boldsymbol{\lambda}}^{\circ}$ can be computed on the element level. Thus, a matrix inversion $\mathbf{y}_{e}^{-1}$ is only required on the element level. The system of equations given in (3.27) can be solved explicitly only if the projection matrix $\mathbf{A}$ is diagonal. This is achieved by taking the basis of the momentum ansatz functions $\boldsymbol{\chi}$ to be biorthogonal to the displacement shape functions. The specific choice of ansatz functions for $\mathbf{N}, \Psi$ and $\boldsymbol{\chi}$ in eq. (3.14) is discussed in the following section.

Explicit codes usually treat the equation of motion as one second order differential equation. To fit this pattern the momentum can be further eliminated leading to the equation of motion in the form

$$
\begin{equation*}
\ddot{\mathbf{U}}=\mathbf{A}^{-\mathrm{T}} \mathbf{C}^{\circ} \mathbf{A}^{-1}\left(\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}\right) . \tag{3.30}
\end{equation*}
$$

Provided we use a biorthogonal basis for discretization of the linear momentum $\mathbf{p}$, the projection matrix A has diagonal structure and thus, the accelerations are obtained trivially without matrix inversion and without the solution of a linear system of equations on the global level.

### 3.4 Requirements on the ansatz spaces for consistency for constant density

In this section, the required ansatz spaces for a consistent formulation with constant density are provided. Approporiate ansatz spaces for all independent fields, namely the displacement, the velocity and the linear momentum are to be discussed.

### 3.4.1 Spaces for displacements

For the approximation of the displacements in space standard shape functions are used. The required continuity of the shape functions depends on the highest spatial derivative in the weak form, called the variational index. Since only solid elements are considered herein, the variational index for the displacement $\mathbf{u}$ is always 1 , requiring at least $C^{0}{ }^{-}$ continuity between elements.

To date, the following element types have been analyzed for variational mass and reciprocal mass matrices: In the initial work of variational mass matrices of Tkachuk and Bischoff (2013), Q1 and Hex8 finite elements were considered. In the dissertation of Tkachuk (2013), various linear and quadratic element types were studied. In Schäuble et al. (2014) the focus was on higher order elements. Different ansatz spaces were analyzed by the multi-parametric template described in Section 4.2. In the initial work for reciprocal mass matrices of Tkachuk and Bischoff (2015) only simplex elements in form of a 1-D 2-node rod element, a 2-D three-node triangle element and a 3-D fournode tetrahedral element were considered. In Schaeuble et al. (2017), the focus was on B-spline- and NURBS-based continuum finite elements in 1-D and 2-D. Herein, the formulation of reciprocal mass matrices is generalized for a wide range of solid finite elements. In this work, additionally to the elements mentioned above, for example standard Lagrange finite elements, like 2-D 4-node standard and reduced integrated Q1 elements, 3-D 10-node Tet10 elements and 2-D Serendipity 8-node S2 elements, are considered. For the displacements, the standard shape functions of these well-established elements are used.

### 3.4.2 Spaces for velocities

Since no derivatives of the velocity occur in the weak formulation, discontinuous velocity ansatz spaces may be chosen. For completeness, a purely constant ansatz function matrix is sufficient, i.e. with

$$
\Psi_{1}^{1-\mathrm{D}}=[1], \quad \Psi_{1}^{2-\mathrm{D}}=\left[\begin{array}{ll}
1 & 0  \tag{3.31}\\
0 & 1
\end{array}\right], \quad \Psi_{1}^{3-\mathrm{D}}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

in 1-D, 2-D and 3-D, respectively, consistency is guaranteed. Enriched choices for $\Psi$ are discussed in Chapter 4 in the context of inertia customization. At first, the spaces for velocity depend only on the dimension, since the degrees of freedom are elemental and not nodal degrees of freedom. In Chapter 4, a recommendation for optimal velocity spaces and parameter choices in dependence of the customization goal and the element type are given. The usage of only discontinuous (i.e. $C^{-1}$-continuous) ansatz functions independent of the continuity of the displacement shape functions (i.e. also for B-spline and NURBS-based finite elements) allows the elimination of the velocity degrees of freedom from the system of equations by static condensation.

### 3.4.3 Spaces for linear momenta

Since also no derivatives of the linear momentum occur in the weak formulation, discontinuous linear momentum ansatz spaces are as well allowed. For completeness, the ansatz functions must be able to represent at least a constant value. These requirements were met by the proposed linear momentum ansatz functions in Tkachuk and Bischoff (2015). There, it is suggested to use the standard dual basis from literature which satisfies the biorthogonality condition with

$$
\begin{equation*}
A_{i j}=\int_{\Omega} N_{i} \chi_{j} \mathrm{~d} \Omega=c_{j} \delta_{i j} \tag{3.32}
\end{equation*}
$$

The resulting diagonal projection matrix $\mathbf{A}$ allows for a trivial solution in eq. (3.27) or (3.30). Finally, the standard dual basis is scaled with the so-called global support, which makes the diagonal matrix $\mathbf{A}$ equal to the identity matrix and unitless so that $\mathbf{A}$ can be simply omitted. The construction procedure to obtain these linear momentum ansatz functions reads the following: First, the displacement shape functions are multiplied with the inverted local metric, i.e.

$$
\begin{equation*}
\hat{\boldsymbol{\chi}}=\mathbf{N}\left(\mathbf{m}_{e}^{*}\right)^{-1}, \tag{3.33}
\end{equation*}
$$

where $\mathbf{m}_{e}^{*}$ is the local metric

$$
\begin{equation*}
\mathbf{m}_{e}^{*}=\int_{\Omega_{e}} \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega_{e} \tag{3.34}
\end{equation*}
$$

Subsequently, each function $\hat{\chi}_{i}$ is scaled with the local support $\bar{t}_{e, i}$ of element $e$ at the local degree of freedom $i$ with

$$
\begin{equation*}
\tilde{\chi}_{i}=\hat{\chi}_{i} \bar{t}_{e, i} \quad \text { with } \quad \bar{t}_{e, i}=\int_{\Omega_{e}} N_{i} \mathrm{~d} \Omega_{e} . \tag{3.35}
\end{equation*}
$$

This standard biorthogonal basis (cf. Wohlmuth (2002)) satisfies partition of unity, i.e.

$$
\begin{equation*}
\sum_{i} \tilde{\chi}_{i}=1 \tag{3.36}
\end{equation*}
$$

and guarantees that a constant can be represented exactly for completeness. Then, to simplify eq. (3.27) with $\mathbf{A}=\mathbf{I}$, where $\mathbf{I}$ is the identity matrix, the standard dual basis is scaled with the global support $\overline{\mathbf{T}}$ by

$$
\begin{equation*}
\chi_{i}=\frac{\tilde{\chi}_{i}}{\bar{T}_{j}} \quad \text { with } \quad \overline{\mathbf{T}}=\bigcup_{e} \overline{\mathbf{t}}_{e}, \tag{3.37}
\end{equation*}
$$

where $\bar{T}_{j}$ is the global support at the global degree of freedom $j$, which is obtained by assembly of the local support $\overline{\mathbf{t}}_{e}$ over all elements $e$. The local and global degrees of freedom $i$ and $j$ are mapped through the connectivity matrix $j=\operatorname{ID}[i, e]$, which relates local and global node numbering. This scaling does not destroy the completeness achieved before, since it is carried out on the global degree of freedom level.

### 3.5 Limitations of the formulation

In the previous section, the ansatz spaces for constant density were provided. In this section, the ansatz spaces are first verified. Then, it is shown that the ansatz spaces proposed by Tkachuk and Bischoff (2015) and described herein are not sufficient for non-constant density. This serves as justification for the proposal of improved ansatz spaces in the subsequent section.

### 3.5.1 Verification example for constant density in 1-D

At first, the example from Section 3.1 is again considered, but now in a variational setting. The rod is discretized with two linear finite elements with the shape functions for the displacement

$$
\begin{equation*}
N_{1}=\frac{1}{2}-\frac{1}{2} \xi, \quad N_{2}=\frac{1}{2}+\frac{1}{2} \xi . \tag{3.38}
\end{equation*}
$$

The construction of the biorthogonal basis leads to the standard dual basis from literature

$$
\begin{equation*}
\tilde{\chi}_{1}=\frac{1}{2}-\frac{3}{2} \xi, \quad \tilde{\chi}_{2}=\frac{1}{2}+\frac{3}{2} \xi . \tag{3.39}
\end{equation*}
$$

This standard dual basis is then again scaled by the global support to

$$
\begin{array}{ll}
\chi_{1}^{\mathrm{el}=1}=\frac{1}{5}-\frac{3}{5} \xi, & \chi_{2}^{\mathrm{el}=1}=\frac{1}{10}+\frac{3}{10} \xi, \\
\chi_{1}^{\mathrm{el}=1}=\frac{1}{10}-\frac{3}{10} \xi, & \chi_{2}^{\mathrm{el}=2}=\frac{1}{5}-\frac{3}{5} \xi \tag{3.41}
\end{array}
$$

to satisfy $\mathbf{A}=\mathbf{I}$ on the global level. While the standard dual basis is the same for each element, scaling with the global support changes the shape function in dependence of the connectivity. The displacement shape functions $N$, the standard dual shape functions $\tilde{\chi}$ and the used linear momentum shape functions $\chi$ are visualized in Figure 3.3. For the velocity field, constant shape functions according to eq. (3.31) are used. With this choice of ansatz spaces, the following variationally scaled reciprocal mass matrices and projection matrices on the element level are obtained:

$$
\begin{array}{ll}
\mathbf{c}_{1}=\left[\begin{array}{cc}
\frac{1}{1250}-\frac{3}{5000} C_{2} & -\frac{1}{5000}+\frac{3}{10000} C_{2} \\
-\frac{1}{5000}+\frac{3}{10000} C_{2} & \frac{1}{5000}-\frac{3}{20000} C_{2}
\end{array}\right], \quad \mathbf{a}_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & \frac{1}{2}
\end{array}\right], \\
\mathbf{c}_{2}=\left[\begin{array}{cc}
\frac{1}{5000}-\frac{3}{20000} C_{2} & -\frac{1}{5000}+\frac{3}{10000} C_{2} \\
-\frac{1}{5000}+\frac{3}{10000} C_{2} & \frac{1}{1250}-\frac{3}{5000} C_{2}
\end{array}\right], \quad \mathbf{a}_{2}=\left[\begin{array}{ll}
\frac{1}{2} & 0 \\
0 & 1
\end{array}\right] . \tag{3.43}
\end{array}
$$

For $C_{2}=0$ the inverted mass matrix $\mathbf{m}_{e}^{-1}$ and the projection matrix $\mathbf{a}_{e}$ are linked with the reciprocal mass matrix $\mathbf{c}_{e}$ by $\mathbf{a}_{e} \mathbf{m}_{e}^{-1} \mathbf{a}_{e}=\mathbf{c}_{e}$ on the element level. Assembly of the


Figure 3.3: Shape functions for two linear finite elements of constant density.
elemental matrices leads to the variationally scaled reciprocal mass matrix

$$
\mathrm{C}^{\circ}=\left[\begin{array}{ccc}
\frac{1}{1250}-\frac{3}{5000} C_{2} & -\frac{1}{5000}+\frac{3}{10000} C_{2} & 0  \tag{3.44}\\
-\frac{1}{5000}+\frac{3}{10000} C_{2} & \frac{1}{2500}-\frac{3}{10000} C_{2} & -\frac{1}{5000}+\frac{3}{10000} C_{2} \\
0 & -\frac{1}{5000}+\frac{3}{10000} C_{2} & \frac{1}{1250}-\frac{3}{5000} C_{2}
\end{array}\right]
$$

on the global level. All possible reciprocal mass matrices described by the template (3.44) preserve mass and linear momentum, independent of the choice for the free parameter $C_{2}$. The variational setting is thus appropriate to develop families of variationally consistent reciprocal mass matrices for constant density. The special choice of $C_{2}=\frac{2}{3}$ leads to a diagonal reciprocal mass matrix. This variationally obtained reciprocal mass matrix is
identical to the algebraically constructed one in Section 3.1, eq. (3.3, left). Next, the variational setting is tested for the assembly of elements with varying density.

### 3.5.2 Falsification example for non-constant density

In a second example, the same setup is considered, but the two linear finite elements are of different density, see Figure 3.4. Since the construction procedure of the linear


$$
\begin{aligned}
E & =10^{9} \\
A & =1 \\
\rho & =1000 \\
l & =10
\end{aligned}
$$

Figure 3.4: Assembly of two linear finite elements with constant, but different density.
momentum ansatz functions presented in eq. (3.33) to eq. (3.37) is independent of the density, the linear momentum ansatz functions remain unaltered, i.e. the ones presented in Figure 3.3 are still valid. The variationally scaled reciprocal mass matrix for piecewise constant density is then

$$
\mathbf{C}^{\circ}=\left[\begin{array}{ccc}
\frac{1}{1250}-\frac{3}{5000} C_{2} & -\frac{1}{5000}+\frac{3}{10000} C_{2} & 0  \tag{3.45}\\
-\frac{1}{5000}+\frac{3}{10000} C_{2} & \frac{3}{10000}-\frac{9}{40000} C_{2} & -\frac{1}{10000}+\frac{3}{20000} C_{2} \\
0 & -\frac{1}{10000}+\frac{3}{20000} C_{2} & \frac{1}{2500}-\frac{3}{10000} C_{2}
\end{array}\right] .
$$

However, this template preserves mass only for the condition

$$
\begin{equation*}
\left(40000 C_{2}-55000\right) /\left(-4+3 C_{2}\right)=15000, \tag{3.46}
\end{equation*}
$$

i.e. only for $C_{2}=1$. The choice of $C_{2}=1$ violates the stability limit, i.e. the reciprocal mass matrix is singular in this case. The non-preservation of mass can also be easily
seen from the diagonal inverse mass matrix

$$
\mathbf{C}^{\circ}=\left[\begin{array}{ccc}
\frac{1}{2500} & 0 & 0  \tag{3.47}\\
0 & \frac{3}{20000} & 0 \\
0 & 0 & \frac{1}{5000}
\end{array}\right]
$$

with $C_{2}=\frac{2}{3}$, resulting in a total mass of 14166.67 instead of 15000 . As a result, the shape functions proposed in Tkachuk and Bischoff (2015) and provided in Section 3.4.3 are appropriate for constant density, but for non-constant density the formulation is not consistent.

### 3.6 Improved ansatz spaces for linear momenta

In order to provide appropriate ansatz spaces also for non-constant density, a generalized construction pocedure is proposed. Then, the resulting ansatz spaces are evaluated for different density distributions in 1-D. The section closes with a verification for various density distributions in 2-D, performed with a patch of serendipity finite elements.

### 3.6.1 Generalized construction procedure

For mass preservation in case of non-constant density, the reciprocal mass matrices do not only need to contain information about the connectivity, but also about the material distribution in the neighboring element. This information is transferred by considering the density in the construction procedure of the biorthogonal basis. The density may vary in space, i.e. in a $1-\mathrm{D}$ setting the density is $\rho=\rho(x)$.

Although it is clear that the density should be considered in the construction procedure, it is not obvious whether or not it should be taken into account in

- the metric,
- the local support and/or
- the global support.

To unify this variety of decision possibilities in one generalized construction procedure, the density is considered in the following with exponent 0 or 1 in each step. This allows
to take the density into account with $\rho^{1}=\rho$ or neglect it with $\rho^{0}=1$. One class of biorthogonal shape functions is thus defined by

$$
\begin{align*}
& \hat{\chi}=\mathbf{N}\left(\int_{\Omega_{e}} \rho^{\bar{\alpha}} \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega_{e}\right)^{-1} \quad \text { with } \bar{\alpha} \in\{0,1\},  \tag{3.48}\\
& \tilde{\chi}_{i}=\hat{\chi}_{i}\left(\int_{\Omega_{e}} \rho^{\bar{\beta}} N_{i} \mathrm{~d} \Omega_{e}\right) \quad \text { with } \bar{\beta} \in\{0,1\},  \tag{3.49}\\
& \chi_{i}=\rho^{\bar{\delta}} \frac{\tilde{\chi}_{i}}{\bar{T}_{j}} \text { with } \overline{\mathbf{T}}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho^{\bar{\gamma}} \mathbf{N} \mathrm{d} \Omega_{e}\right) \quad \text { with } \bar{\gamma} \in\{0,1\} . \tag{3.50}
\end{align*}
$$

The usage of the density or not changes the units in each step. To guarantee consistent units and mass preservation for at least constant density, the shape functions need to be multiplied with a multiple of the density in step (3.50). The exponent $\bar{\delta}$ is thus dependent on the other parameters through the condition

$$
\begin{equation*}
-\bar{\beta}+\bar{\alpha}+\bar{\gamma}=\bar{\delta} \tag{3.51}
\end{equation*}
$$

for the $\mathbf{u}-\mathbf{v}-\mathbf{p}$-formulation.
All shape functions defined by this class satisfy the biorthogonality condition, i.e. $\mathbf{A}$ is equal to a unitless identity matrix. The construction procedure (3.48) to (3.50) includes also the original construction procedure (eq. (3.33) to (3.37)) where the density was not taken into account with $\bar{\alpha}=\bar{\beta}=\bar{\gamma}=0$. The proposed general construction procedure can as well be used for the $\mathbf{u}-\mathbf{v}-\mathbf{v}_{p^{-}}$- formulation, where the condition

$$
\begin{equation*}
-\bar{\beta}+\bar{\alpha}+\bar{\gamma}-1=\bar{\delta} \tag{3.52}
\end{equation*}
$$

need to be satisfied instead of eq. (3.51).

### 3.6.2 Validation for different density distributions in 1-D

Next, the different shape functions resulting from the generalized construction procedure are tested. The assembly of two linear finite elements is again considered. This time, the test is performed for different configurations of the spatial distribution of the density. The density in each element is defined by

$$
\begin{equation*}
\rho(\xi)=\rho_{0}+\rho_{1} P_{1}(\xi)+\rho_{2} P_{2}(\xi) \tag{3.53}
\end{equation*}
$$

Table 3.1: Check of mass preservation for different choices of $\bar{\alpha}, \bar{\beta}$, and $\bar{\gamma}$ for a constant, linear and quadratic spatial distribution of the density.

| $\bar{\alpha}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{\beta}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $\bar{\gamma}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| $\rho=$ const. | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $\rho=$ lin. | X | X | X | $\checkmark$ | X | X | X | $\checkmark$ |
| $\rho=$ quad. | X | X | X | X | X | X | X | $\checkmark$ |

where $\rho_{i}$ are arbitrary density coefficients and $P_{1}(\xi)$ and $P_{2}(\xi)$ are Legendre polynomials of first and second order, respectively. The Legendre polynomials are orthogonal in the interval $-1 \leq \xi \leq 1$, i.e.

$$
\begin{equation*}
\int_{-1}^{1} P_{m}(\xi) P_{n}(\xi) \mathrm{d} \xi=\delta_{m n} \tag{3.54}
\end{equation*}
$$

Higher order terms are negligible in eq. (3.53) since they are ignored through orthogonality to the displacement shape functions by

$$
\begin{array}{r}
\int_{-1}^{1} \rho_{2} P_{2}(\xi) \mathbf{N}(\xi) \mathrm{d} \xi=\mathbf{0} \\
\int_{-1}^{1} \rho_{3} P_{3}(\xi) \mathbf{N}(\xi)^{\mathrm{T}} \mathbf{N}(\xi) \mathrm{d} \xi=\mathbf{0} \tag{3.56}
\end{array}
$$

Thus, even if higher order terms occur in the density, they will be erased in the metric and the local and global support and therefore they will not show up in the biorthogonal basis.

First, the various construction possibilities are tested for mass preservation. Table 3.1 summarizes the results in dependence of various choices for the free parameters $\bar{\alpha}, \bar{\beta}$ and $\bar{\gamma}$. For all parameter choices, the mass is preserved for constant density. This is expected, since for constant density, the density can simply be canceled and the shape functions are independent of the parameters $\bar{\alpha}, \bar{\beta}$ and $\bar{\gamma}$. To satisfy mass preservation in the case of a linear density distribution, the density needs to be considered at least in the local and in the global support. The best result is obtained when the density is considered in the local support, the global support and additionally in the metric, i.e. $\bar{\alpha}=\bar{\beta}=\bar{\gamma}=1$ holds. Then, the mass is preserved for a quadratic density distribution as well.

Thus, the improved construction procedure - which will be used in the rest of the present work - reads the following:

The displacement shape functions are multiplied with the density-weighted inverse metric

$$
\begin{equation*}
\hat{\chi}=\mathbf{N m}_{e}^{-1} \tag{3.57}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{m}_{e}=\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega_{e} . \tag{3.58}
\end{equation*}
$$

Each function $\hat{\chi}_{i}$ is scaled with the local density-weighted support $t_{e, i}$ of element $e$ at the local degree of freedom $i$ with

$$
\begin{equation*}
\tilde{\chi}_{i}=\hat{\chi}_{i} \bar{t}_{e, i} \quad \text { with } \quad \bar{t}_{e, i}=\int_{\Omega_{e}} \rho N_{i} \mathrm{~d} \Omega_{e} . \tag{3.59}
\end{equation*}
$$

For constant (or element-wise constant) density, these ansatz functions are equal to the standard biorthogonal basis. Independent of the density distribution, these ansatz functions satisfy partition of unity. Next, these functions are scaled with the densityweighted global support and multiplied with the density to satisfy mass preservation:

$$
\begin{equation*}
\chi_{i}=\rho \frac{\tilde{\chi}_{i}}{\bar{T}_{j}} \quad \text { with } \quad \overline{\mathbf{T}}=\bigcup_{e} \overline{\mathbf{t}}_{e} . \tag{3.60}
\end{equation*}
$$

The multiplication with the density is required to be consistent in terms of units. Remember that the biorthogonal basis has the unit $1 / \mathrm{m}^{3}$.

This novel construction procedure leads to the same ansatz spaces for constant density as the original procedure. For the earlier considered example of piecewise constant density, the shape functions are illustrated in Figure 3.5 in the left column. Only the shape function at the common degree of freedom is modified with respect to the original ones. The fact that some of the linear momentum and standard dual shape functions are continuous across element boundaries is only a coincidence. With these novel shape functions, the following variationally scaled reciprocal mass matrix is obtained for the


Figure 3.5: Shape functions for the $\mathbf{u}-\mathbf{v}-\mathbf{p}$-formulation for two linear finite elements of piecewise constant (left), linear (middle) and quadratic (right) density distribution with $\bar{\alpha}=\bar{\beta}=\bar{\gamma}=1$.
assembly of the two linear finite elements of piecewise constant density:

$$
\mathrm{C}^{\circ}=\left[\begin{array}{ccc}
\frac{1}{1250}-\frac{3}{5000} C_{2} & -\frac{1}{7500}+\frac{1}{5000} C_{2} & 0  \tag{3.61}\\
-\frac{1}{7500}+\frac{1}{5000} C_{2} & \frac{1}{3750}-\frac{1}{5000} C_{2} & -\frac{1}{7500}+\frac{1}{5000} C_{2} \\
0 & -\frac{1}{7500}+\frac{1}{5000} C_{2} & \frac{1}{2500}-\frac{3}{10000} C_{2}
\end{array}\right] .
$$

This reciprocal mass template preserves mass and linear momentum for all values of $C_{2}$ in the stable range. The diagonal reciprocal mass matrix for $C_{2}=2 / 3$ is, as expected,

$$
\mathbf{C}^{\circ}=\left[\begin{array}{ccc}
\frac{1}{2500} & 0 & 0  \tag{3.62}\\
0 & \frac{1}{7500} & 0 \\
0 & 0 & \frac{1}{5000}
\end{array}\right]
$$

The shape functions for a linear and a quadratic spatial distribution of the density are as well illustated in Figure 3.5 in the middle and right column, respectively. The shape functions before scaling with the global support $\tilde{\chi}$ are no longer equivalent to the standard biorthogonal basis from literature. Even though they look quite similar for the linear and the quadratic distribution, a second look shows that they are not. The final shape functions $\chi$ are quadratic and cubic in $x$ for the linear and the quadratic distribution, respectively. By the improved ansatz spaces given in eq. (3.57) to (3.60) variationally consistent reciprocal mass templates for 1-D linear elements with up to quadratic density distribution in space are obtained. All templates preserve mass independent of the free parameter $C_{2}$.

Unfortunately, the proposed construction scheme is not very intuitive. More obvious is the construction of the improved biorthogonal basis for the reparametrized formulation, where $\mathbf{p}$ is replaced by $\mathbf{p}=\rho \mathbf{v}_{p}$ as described in Section 3.2.2. The reparametrization leads to reparametrized biorthogonal ansatz functions $\varkappa=\rho^{-1} \boldsymbol{\chi}$. The multiplication with the density in eq. (3.60) is thus omitted and therefore, the biorthogonal basis is of the same polynomial order as the displacement ansatz functions, independent of the spatial density distribution in the element. Nevertheless, the biorthogonal shape functions still depend on the density. The reparameterization has no influence on the formulation, i.e. the matrices

$$
\begin{align*}
& \mathbf{A}=\bigcup_{e} \mathbf{a}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \boldsymbol{\varkappa} \mathrm{~d} \Omega_{e}\right), \quad \mathbf{W}=\bigcup_{e} \mathbf{w}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \varkappa^{\mathrm{T}} \Psi \mathrm{~d} \Omega_{e}\right),  \tag{3.63}\\
& \mathbf{C}=\bigcup_{e} \mathbf{c}_{e}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \varkappa^{\mathrm{T}} \varkappa \mathrm{~d} \Omega_{e}\right) . \tag{3.64}
\end{align*}
$$

are identical to the matrices given in eq. (3.17) and (3.18). The projection matrix $\mathbf{A}$ is always unitless and the identity matrix.

### 3.6.3 Verification for various density distributions for a 2-D serendipity element

Although the proposed ansatz functions provide a consistent reciprocal mass template for the considered example, the question remains whether this improved construction procedure is valid for various solid finite element types.

In the following, the formulation is tested for a patch of 2-D serendipity finite elements. Serendipity elements are especially critical since the local support, i.e. the shape function integrated over the domain, is negative for the corner degrees of freedom. Due to this fact, the row-sum-lumping can not be applied to serendipity elements: it causes negative mass on the main diagonal.

Since the local support is used in density-weighted form in the construction procedure of the biorthogonal shape functions in eq. (3.59), it has to be checked whether it causes any artificial effects by performing inertia patch tests on a distorted patch.

Different versions of inertia patch tests (patch test A to E) were described in Tkachuk (2013) and they are similar to the well-known equivalent of element patch tests in static analysis (Taylor et al. 1986). Herein, inertia patch test C is used. Its scenario is the following: A stress-free structure $\left(\mathbf{F}^{\text {int }}=\mathbf{0}\right)$ is subjected to a body load $\rho \hat{\mathbf{b}}$, where $\hat{\mathbf{b}}$ is a uniform acceleration. This body load results in an external force

$$
\begin{equation*}
\mathbf{F}^{\text {ext }}=\bigcup_{e} \mathbf{f}_{e}^{\text {ext }}=\bigcup_{e} \int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \hat{\mathbf{b}} \mathrm{~d} \Omega_{e}, \tag{3.65}
\end{equation*}
$$

where $\hat{\mathbf{b}}$ can for example be imagined as the gravitational acceleration. For simplicity it can in the following be assumed to be 1, acting in negative $y$-direction. The given problem setup can be interpreted as a real physical experiment and under this applied load, the structure is expected to move with a uniform acceleration, i.e. the vector

$$
\begin{equation*}
\ddot{\mathbf{U}}=\mathbf{C}^{\circ} \mathbf{P}=\mathbf{C}^{\circ}\left(\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}\right) \tag{3.66}
\end{equation*}
$$

contains -1 on all odd entries for the assumed gravitational acceleration of 1 in negative $y$-direction. This test can be performed with uniform gravitational acceleration performing a so-called constant patch test or with linear or higher-order gravitational acceleration - performing a linear or higher-order patch test.

Beside the applied load, the density may be varied. In Tkachuk (2013), the patch test was always performed with constant density. In the last section, it was shown that it is important to validate the proposed formulation for different spatial distributions of the density. Therefore, patch tests with different distributions of the density are required.

Since the displacement shape functions of serendipity finite elements contain up to $\xi^{2} \eta$-, $\xi \eta^{2}$-terms and the product $\mathbf{N}^{\mathrm{T}} \mathbf{N}$ contains up to bicubic terms, the highest polynomials in the density that can still be seen from the element are $\xi^{3} \eta^{3}$-terms. Higher terms are canceled through orthogonality. The density is thus assumed to be of the form

$$
\begin{equation*}
\rho(\xi)=\rho_{0}+\rho_{1} P_{1}(\xi)+\rho_{2} P_{1}(\eta)+\ldots+\rho_{20} P_{3}(\xi) P_{3}(\eta) \tag{3.67}
\end{equation*}
$$

where $P_{i}$ are again Legendre polynomials of $i^{\text {th }}$ order and $\rho_{j}$ are arbitrary coefficients. Independent of its mass distribution, the structure is expected to move with uniform acceleration in the body, whereas the linear momentum varies in space.

In general, the patch test has to be performed with a patch, i.e. an assembly of various elements which are initially distorted to guarantee consistency not only for regular meshes, but for arbitrary ones.

For the validation a patch of three serendipity elements is considered, shown in Figure 3.6. Material and geometric parameters are provided next to the figure. The patch


$$
\begin{aligned}
E & =2 e 11 \\
\nu & =0.3 \\
\text { thickness } d & =0.05
\end{aligned}
$$

$\rho$ according to eq. (3.67)
plane stress

Figure 3.6: Patch consisting of three serendipity finite elements.
test is performed for a constant body load of 1 in $x$-direction. Both a constant density of $\rho=1$ and a bicubic density distribution of $\rho=1+\xi \eta+\xi^{3} \eta^{3}$ in each element are considered. For constant density, any parameter choice of $\bar{\alpha}, \bar{\beta}$ and $\bar{\gamma}$ preserves the mass and passes the patch test. For the bicubic density distribution, only the formulation with $\bar{\alpha}=\bar{\beta}=\bar{\gamma}=1$ preserves mass and passes the patch test, i.e. the uniform external body load results in a uniform rigid body motion. In Figure 3.7 the acceleration is visualized for a uniform body load of 1 in $x$-direction. The variationally scaled reciprocal mass matrix is used with scaling factor 0.5 and constant velocity ansatz space.


Figure 3.7: Result of patch test C, where a uniform external body load is applied. The result is a rigid body movement with uniform acceleration.

### 3.7 Treatment of boundary conditions and MPCs

In this section, the treatment of displacement boundary conditions and multi-point constraints for reciprocal mass matrices is discussed.

### 3.7.1 Homogeneous Dirichlet boundary conditions

When the boundary conditions are imposed by elimination, the linear momentum shape functions in the boundary element need to be modified to retain a purely explicit discretization scheme. Therefore, the number of linear momentum degrees of freedom has to be reduced to the number of unconstrained displacement degrees of freedom of the discretized system. This can be achieved by redistribution of the linear momentum ansatz functions of the constrained degree of freedom to the remaining degrees of freedom in the element. The procedure for the modification is the same for each element type: The linear momentum ansatz functions $\hat{\chi}_{i}$ constructed by the inverse metric (eq. (3.57)) are first scaled with the local support $t_{e, i}$ according to eq. (3.59) to obtain partition of unity. Then, the modification is performed under the condition of retaining partition of unity. This modification is unique only for simplex elements and it is described for a 1-D linear rod, a 3-node linear triangle and a 4-node tetrahedral finite element in Tkachuk and Bischoff (2015). In Schaeuble et al. (2017) different redistributions of the shape function of the constrained degree of freedom to the other degrees of freedom in the
element were studied for quadratic B-splines. A possible redistribution for a boundary element of a 1-D quadratic B-spline patch with open knot vector is illustrated in Figure 3.8. A homogeneous Dirichlet boundary condition is applied at the left end of a 1-D rod. Thus, the first shape function $\tilde{\chi}_{1}$ is erased and redistributed onto degree of freedom two and three in the first element. The shape function can be redistributed in the proportion $0.5 / 0.5$ or with any other ratio. The investigation showed that a broad range



Figure 3.8: Linear momentum ansatz function in the boundary element without modification (left) and with modification (right) in the boundary element of a quadratic $B$-spline patch.
of variations in the redistribution resulted in the same maximum eigenfrequency and in the same convergence behaviour. Therefore, a uniform distribution with of the shape function onto the remaining degrees of freedom with $0.5 / 0.5$ is recommended. All modifications led to a loss in the convergence order, for details it is referred to Schaeuble ET AL. (2017).

That means for any solid finite element type with $n$ non-zero shape functions per element (equal to the number of nodes for standard Lagrange finite elements), the modification on the shape function $\tilde{\chi}$ can be described as follows:

1. For each coordinate direction, the shape functions of all constrained degrees of freedom are added up to obtain the sum $\mathcal{S}$. The number of constrained degrees of freedom $i$ in each direction is counted as $c$.
2. The shape functions of the constrained degrees of freedom are set to zero. The shape functions of the unconstrained degrees of freedom are modified by adding $\mathcal{S} /(n-c)$ to it.
3. Steps 1 and 2 are repeated for all coordinate directions.

Alternatively, the boundary conditions can be weakly satisfied, e.g. by the Lagrange multiplier, Nitsche or penalty method. With the Lagrange multiplier method, the number of degrees of freedom increases by the number of boundary conditions, but the convergence order can be preserved. Alternatively, the implementation can be carried out in an implicit-explicit scheme like described below for multi-point constraints.

Furthermore, the boundary conditions can be enforced by so-called localized Lagrange multipliers as done by González et al. (2018a).

### 3.7.2 Multi-point constraints

Any set of linear time-independent constraints can be written in the form

$$
\begin{equation*}
\mathbf{G}^{\mathrm{T}} \mathbf{U}+\mathrm{g}_{0}=\mathbf{0} \tag{3.68}
\end{equation*}
$$

where $\mathbf{G}$ is the constraint matrix and $\mathbf{g}_{0}$ is a vector of constraint offsets. For $n_{c}$ considered constraints, the matrix $\mathbf{G}$ has $n_{c}$ columns. The constraints given by eq. (3.68) can be transferred to a constraint on the acceleration by building the second derivative in time resulting in the constraint

$$
\begin{equation*}
\mathrm{G}^{\mathrm{T}} \ddot{\mathbf{U}}=0 . \tag{3.69}
\end{equation*}
$$

The total system of equations is then

$$
\left\{\begin{align*}
\ddot{\mathrm{U}} & =\mathrm{C}^{\circ}\left(\mathbf{F}^{\text {ext }}-\mathbf{F}^{\mathrm{int}}-\mathbf{G Z}\right)  \tag{3.70}\\
\mathbf{G}^{\mathrm{T}} \ddot{\mathrm{U}} & =0,
\end{align*}\right.
$$

where $\mathbf{G Z}$ is the global vector of the reaction force and $\mathbf{Z}$ is the vector of discrete reaction forces. Since the matrix $\mathbf{G}$ is known in advance for multi-point constraints, the discrete
reaction forces $\mathbf{Z}$ are first computed by solving the linear system of equations

$$
\begin{equation*}
\left(\mathbf{G}^{\mathrm{T}} \mathbf{C}^{\circ} \mathbf{G}\right) \mathbf{Z}=\mathbf{G}^{\mathrm{T}} \mathbf{C}^{\circ}\left(\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}\right) \tag{3.71}
\end{equation*}
$$

The linear system of equations to solve is of size $n_{c}$. Then, the acceleration is computed according to eq. (3.70) ${ }_{1}$.

In case the matrix $\mathbf{G}$ is not known in advance the solution can be carried out in two steps by an explicit-implicit algorithm as it is proposed in Carpenter et al. (1991) for Lagrange-based contact resolution in explicit analyses.

### 3.8 A brief summary of Chapter 3

In the following, the advancements presented in Chapter 3 are shortly reviewed.
At the beginning of the chapter, the reader's attention was drawn to the specific properties of reciprocal mass matrices and the beauty of a variational scheme allowing the assembly of matrices that may typically not be assembled. After providing the variational formulation and presenting the originally proposed shape functions, this choice was critically questioned and improved ansatz spaces that allow mass preservation for arbitrary spatial density distributions were presented in eq. (3.57) to (3.60). The superiority of the proposed shape functions with respect to alternative ones was shown by considering examples of different density distribution, see Table 3.1. To test the provided ansatz spaces for arbitrary patches of different element types, a patch test for S2 serendipity elements is performed. At last, a general procedure to satisfy homogeneous boundary conditions by modification and a novel scheme to include multi-point constraints is proposed.

## 4

## Inertia customization

In Chapter 3 the focus was on the appropriate formulation and appropriate ansatz spaces to obtain a consistent formulation. In this chapter, the focus is on enriched ansatz spaces for the velocity and tuning of the free parameters to the user's purpose to find optimal mass and inverse mass matrices with respect for specific customization goals. Customization goals could be, among others

- optimal low-frequency accuracy,
- highest speed-up with avoidance of negative dispersion,
- optimal accuracy for the same time step size as with the diagonal mass matrix,
- highest possible speed-up with at least $i^{\text {th }}$ order low-frequency accuracy or
- highest possible speed-up (if limited by stability issues).

As the goal in mass scaling is to increase the speed-up (without deteriorating accuracy too much), especially the latter two customization goals describe what the mass scaling community is seeking for. Therefore, mass scaling can as well be understood as a special case of inertia customization (cf. Felippa et al. (2015)).

In the first section of this chapter, the enriched ansatz spaces proposed first in Tkachuk and Bischoff (2013) for mass scaling are provided. In the subsequent section, a novel multi-parametric template is proposed allowing the combination of all these possible ansatz spaces by different scaling factors. Then, this multi-parametric template is systematically explored by grid dispersion analyses to tune the mass and reciprocal mass matrices for optimal low-frequency accuracy or other customization goals. Existing algebraic mass matrix formulations can as well be recovered with the provided template as shown in Section 4.3.5. Subsequently, the extension of the grid dispersion analysis to 2-D is discussed.

Note that throughout this chapter mostly B-spline finite elements are used to visualize the idea of inertia customization. The main reason is that, although improved spectral properties of B-spline and NURBS-based finite elements could be shown in Cottrell et al. (2007, 2006), Reali (2006) and Hughes et al. (2008), a sufficiently accurate (lumped) mass matrix for explicit dynamics for these elements is still focus of current research. The row-sum lumped mass, which is customary in standard finite element explicit analysis, is only $2^{\text {nd }}$ order accurate, independent of the polynomial order $p$ of the B-spline ansatz functions. Therefore, the multi-parametric template of Section 4.2 provides a powerful framework to rethink possible mass and inverse mass matrices also for B-spline and NURBS-based FEM and propose novel variationally consistent higherorder mass matrices and sparse reciprocal mass matrices. Moreover, algebraic higher order or scaled mass matrices from literature can be reproduced within the variational framework, confirming their theoretical soundness.

Herein, an introduction to B-splines, NURBS and the isogeometric approach is omitted. For readers who are not familiar with these topics it is referred to the paper of Hughes et al. (2005) or the book of Cottrell (2009).

### 4.1 Choice of ansatz spaces for speed-up and accuracy

In Section 3.2 a three-field formulation was presented that provides particularly more freedom than a standard displacement-based formulation. While the displacement ansatz spaces are determined from the chosen finite element type and the choice of the linear momentum ansatz space is restricted by the biorthogonality condition, the developer has the largest freedom in the choice of the velocity ansatz spaces. In order to guarantee consistency, at least constant velocity ansatz spaces as given in eq. (3.31) are required. With these ansatz spaces only translational inertia is preserved, but they guarantee satisfaction of the constant patch test, provided that the linear momentum ansatz spaces are chosen appropriately, as intensively discussed in the foregoing chapter and always assumed in the following.

For preservation of the translational and rotational inertia, the ansatz function matrix

$$
\Psi_{2}^{2-\mathrm{D}}=\left[\begin{array}{ccc}
1 & 0 & -Y^{\mathrm{h}}  \tag{4.1}\\
0 & 1 & X^{\mathrm{h}}
\end{array}\right] \quad \text { and } \quad \Psi_{2}^{3-\mathrm{D}}=\left[\begin{array}{cccccc}
1 & 0 & 0 & -Y^{\mathrm{h}} & Z^{\mathrm{h}} & 0 \\
0 & 1 & 0 & X^{\mathrm{h}} & 0 & -Z^{\mathrm{h}} \\
0 & 0 & 1 & 0 & -X^{\mathrm{h}} & Y^{\mathrm{h}}
\end{array}\right]
$$

in 2-D and 3-D, respectively, is required. This ansatz function matrix includes all rigid body modes. $X^{\mathrm{h}}$ and $Y^{\mathrm{h}}$ are the approximation of the element geometry obtained from the isoparametric approach.

Alternatively, the linear terms from the rotation can be decoupled with

$$
\left.\begin{array}{rl}
\Psi_{3}^{2-\mathrm{D}} & =\left[\begin{array}{cccc}
1 & 0 & Y^{\mathrm{h}} & 0 \\
0 & 1 & 0 & X^{\mathrm{h}}
\end{array}\right] \text { and } \\
\boldsymbol{\Psi}_{3}^{3-\mathrm{D}} & =\left[\begin{array}{llllllll}
1 & 0 & 0 & Y^{\mathrm{h}} & Z^{\mathrm{h}} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & X^{\mathrm{h}} & Z^{\mathrm{h}} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & X^{\mathrm{h}}
\end{array} Y^{\mathrm{h}}\right. \tag{4.3}
\end{array}\right] .
$$

in 2-D and 3-D, respectively. This reduces the fill-in in the inertia matrix compared to when eq. (4.1) is used.

Another option is to use the complete linear ansatz with

$$
\left.\begin{array}{rl}
\Psi_{4}^{2-\mathrm{D}} & =\left[\begin{array}{cccccc}
1 & 0 & X^{\mathrm{h}} & 0 & Y^{\mathrm{h}} & 0 \\
0 & 1 & 0 & X^{\mathrm{h}} & 0 & Y^{\mathrm{h}}
\end{array}\right] \text { and } \\
\Psi_{4}^{3-\mathrm{D}} & =\left[\begin{array}{ccccccccccc}
1 & 0 & 0 & X^{\mathrm{h}} & Y^{\mathrm{h}} & Z^{\mathrm{h}} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & X^{\mathrm{h}} & Y^{\mathrm{h}} & Z^{\mathrm{h}} & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & X^{\mathrm{h}} & Y^{\mathrm{h}}
\end{array} Z^{\mathrm{h}}\right. \tag{4.5}
\end{array}\right] .
$$

in 2-D and 3-D, respectively. So far, the matrices $\boldsymbol{\Psi}_{i}$ are assumed to be constant in time and the initial coordinates are used for $X^{\mathrm{h}}$ and $Y^{\mathrm{h}}$. For large rotations, the matrices containing $X^{\mathrm{h}}$ and $Y^{\mathrm{h}}$ need to be updated during deformation. This will be experienced in Example 6.6.

The so far mentioned ansatz spaces are especially sufficient for displacement shape functions of up to quadratic polynomial order. For higher polynomial orders, higher order velocity ansatz functions may be advantageous, as it will be shown in Section 4.3.2. It is also worth mentioning that $C^{-1}$-continuous velocity ansatz functions are used for all finite element types and thus, also for B-spline- and NURBS-based finite elements. This allows static condensation of the velocity degrees of freedom from the system of equations.

### 4.2 Multi-parametric template

In the following, a novel template form is proposed, which allows the combination and systematic investigation of various ansatz spaces for the velocity to optimize accuracy and speed-up.

In the template form, the various ansatz spaces are considered with different free parameters in the construction of the augmented mass with

$$
\begin{equation*}
\boldsymbol{\lambda}^{\circ}=\sum_{\alpha} C_{3 \alpha}\left(\mathbf{M}-\mathbf{B}_{\alpha} \mathbf{Y}_{\alpha}^{-1} \mathbf{B}_{\alpha}^{\mathrm{T}}\right) \tag{4.6}
\end{equation*}
$$

for the variational mass template, where

$$
\begin{equation*}
\mathbf{B}_{\alpha}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \mathbf{N}^{\mathrm{T}} \boldsymbol{\Psi}_{\alpha} \mathrm{d} \Omega_{e}\right), \quad \quad \mathbf{Y}_{\alpha}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \boldsymbol{\Psi}_{\alpha}^{\mathrm{T}} \boldsymbol{\Psi}_{\alpha} \mathrm{d} \Omega_{e}\right) \tag{4.7}
\end{equation*}
$$

for different choices of $\boldsymbol{\Psi}_{\alpha}$. Analogously, the augmented inverse mass for the variationally constructed reciprocal mass template is constructed by

$$
\begin{equation*}
\tilde{\boldsymbol{\lambda}}^{\circ}=\sum_{\alpha} C_{2 \alpha}\left(\mathbf{W}_{\alpha} \mathbf{Y}_{\alpha}^{-1} \mathbf{W}_{\alpha}^{\mathrm{T}}-\mathbf{C}\right), \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{W}_{\alpha}=\bigcup_{e}\left(\int_{\Omega_{e}} \rho \boldsymbol{\chi}^{\mathrm{T}} \boldsymbol{\Psi}_{\alpha} \mathrm{d} \Omega_{e}\right) \tag{4.9}
\end{equation*}
$$

for different choices of $\Psi_{\alpha}$. The different ansatz spaces are controlled by the free inertia template parameters $C_{3 \alpha}$ and $C_{2 \alpha}$. In contrast to previous works, where only oneparametric families were used, the multiple-parameter templates proposed herein allow more flexibility, especially to tune the mass and reciprocal mass matrices for higher-order accuracy.

Any mass or reciprocal mass matrix resulting from this multi-parametric template passes the constant patch test a priori, presupposing that stability is also not violated. This is guaranteed by including the translational rigid body modes in each velocity ansatz function matrix $\boldsymbol{\Psi}_{\alpha}$. If the constant modes are not included in each matrix, i.e. if instead of the matrix given in eq. (4.2), the matrix

$$
\Psi_{3^{*}}^{2-\mathrm{D}}=\left[\begin{array}{cc}
Y^{\mathrm{h}} & 0  \tag{4.10}\\
0 & X^{\mathrm{h}}
\end{array}\right]
$$

is used, the patch test will not be passed. The result of such a patch test is illustrated in Figure 4.1 for the scaled reciprocal mass matrix. The serendipity element with bicubic density distribution as described in Section 3.6.3 is used. A uniform acceleration $\hat{\mathbf{b}}$ in horizontal direction is applied. The linear velocity ansatz function matrix from eq. (4.2) is replaced by the reduced linear velocity ansatz function matrix (4.10). The scaling factors are chosen with $C_{22}=0.5$ and $C_{21}=C_{23}=C_{24}=0$. It can be seen that the


Figure 4.1: Result of patch test C, where a uniform external body load is applied. Since the result is not a rigid body motion, the patch test is not passed.
originally straight horizontal edges of the block do not remain straight in the patch test. Therefore, the test is not passed. The test is not even passed if the constant modes are already considered through a non-zero scaling factor $C_{21}$.

### 4.3 Systematic tuning by grid dispersion analysis (GDA) in 1-D

In the following, the systematic tuning of the proposed inertia templates by grid dispersion analyses is described. Grid dispersion analysis allows to study the propagation of waves in a structured, infinite mesh. The term "dispersion" denotes the dependence of the wave properties on the wave length. In a non-dispersive medium, like an infinite, continuous, elastic rod, the phase velocity, i.e. the quotient of angular frequency and wave number $c_{0}=\omega / k$, is constant and a wave packet propagates without attenuation or dispersion. In a dispersive medium, waves with a larger wavelength may for example propagate faster than waves with a smaller one. Thus, a wave packet consisting of the superposition of many harmonic waves of different wave length disperses. This effect is illustrated in Figure 4.2. In red color, the original wave packet at time $t=0$ is shown. The wave packet moves with a velocity of one. In blue, the wave packet without dispersion at $t=2$ is shown. Without dispersion, the wave packet remains unaltered. With dispersion, some waves move faster whereas others move more slowly and therefore, the
wave packet disperses, as shown in green. The wave may also disperse with ripples as shown in grey. The effect of dispersion may have physical or numerical reasons. In the


Figure 4.2: Schematic illustration of a wave packet with and without dispersion.
following, dispersion occurs due to the spatial discretization and the choice of different inertia templates.

In order to evaluate different choices of ansatz functions (i.e. different instances of the inertia template) regarding their potential for speed-up and optimal accuracy, analytical grid dispersion relations are obtained. By means of the grid dispersion relation, the following properties of the method can be examined: First, the maximum eigenfrequency and thus the speed-up, i.e. the ratio between the time step size of the novel approach and the lumped mass matrix can be determined. Second, the accuracy order of the dispersion relation and thus the convergence rate for the lowest eigenfrequencies can be obtained. Third, the appearance of negative dispersion can be studied. Negative dispersion denotes the numerical effect of negative group velocities, i.e. $v_{\mathrm{g}}=\frac{\partial \omega}{\partial k}<0$. This may lead to a change of the order of modes and is often tried to be avoided.

In the following, the tuning (i.e. the determination of optimal template parameters for a specific customization goal) by the analytical grid dispersion analysis is performed with an infinite, uniform, one-dimensional B-spline discretization. Later in Section 4.4 the extension to the two-dimensional case is discussed. The obtained results, i.e. obtained parameter sets, are as well valuable for bounded models discretized with moderately distorted NURBS discretizations as it will be shown in Example 6.2.

### 4.3.1 Grid dispersion analysis for reciprocal mass matrices

In the following, it is described how the grid dispersion relation is obtained by means of the Fourier method. For further information on this method see Belytschio and Mullen (1978), Felippa (2013c), Hughes (2000) or Kolman et al. (2013). As stated earlier, in the Fourier method an infinite mesh is considered. Therefore, the representative structure of the finite element discretization, i.e. herein the repeating pattern of an infinite quadratic B-spline patch with equal-sized elements, is required. The consideration of an infinite patch allows the representation of the semi-discrete equation of motion with

$$
\begin{equation*}
\mathbf{M}_{\infty}^{\circ} \ddot{\mathbf{U}}_{\infty}+\mathbf{K}_{\infty} \mathbf{U}_{\infty}=\mathbf{0} \tag{4.11}
\end{equation*}
$$

for scaled mass matrices and with

$$
\left\{\begin{align*}
\dot{\mathbf{P}}_{\infty}+\mathbf{K}_{\infty} \mathbf{U}_{\infty} & =0  \tag{4.12}\\
\dot{\mathbf{U}}_{\infty} & =\mathbf{C}_{\infty}^{\circ} \mathbf{P}_{\infty}
\end{align*}\right.
$$

for scaled reciprocal mass matrices. These equations describe the wave propagation in the lattice of a representative patch. Herein, $\mathbf{M}_{\infty}^{\circ}, \mathbf{C}_{\infty}^{\circ}$ and $\mathbf{K}_{\infty}$ are the scaled mass matrix, the scaled reciprocal mass matrix and the stiffness matrix of a representative patch. The projection matrix $\mathbf{A}_{\infty}$ is omitted here, because it is the identity matrix for the scaled linear momentum ansatz functions introduced in the previous chapter. A representative element to determine a characteristic element matrix, as well as a representative patch to determine the characteristic structure of the global assembled matrices are marked in Figure 4.3 for the displacement and linear momentum shape functions of a quadratic B-spline element.

Local, element-wise supported biorthogonal ansatz functions, as proposed by Seitz et al. (2016) and Brivadis et al. (2014), are used herein. In general, the density is again taken into consideration in the construction procedure as described in the previous chapter. However, for a constant density distribution, as considered in the following, the obtained bases are identical to the ones from literature. Alternatively to the local construction, the construction procedure can be applied on the global level resulting in globally supported, $C^{p-1}$-continuous ansatz functions according to Woźny (2013) or Dornisch et al. (2017). These ansatz functions result in a dense global reciprocal mass matrix and the integration to compute the matrix needs to be performed over the whole patch. Due to the larger computational effort, locally constructed biorthogonal bases are used herein. A third possibility are biorthogonal ansatz functions with enlarged support and improved approximation properties, as described by Oswald and Wohlmuth
(2001) for higher order Lagrange dual bases and mentioned in Brivadis et al. (2014) for B-splines.


Figure 4.3: Representative patch and element (marked by dashed and dotted lines) considered in the grid dispersion analysis.

The representative global matrices of a quadratic B-spline patch take five degrees of freedom into consideration and can be written in form of a row vector - representing the characteristic band of the sparse symmetric representative matrix. In the following, the procedure to obtain the analytical grid dispersion relation by means of the Fourier method is exemplified by the reciprocal mass matrix (all template parameters are set to $0)$. The representative stiffness and reciprocal mass matrices are

$$
\begin{align*}
& \mathbf{K}_{\infty}=\frac{1}{6} \frac{E A}{l}\left[\begin{array}{lllll}
-1 & -2 & 6 & -2 & -1
\end{array}\right],  \tag{4.13}\\
& \mathbf{C}_{\infty}=\frac{1}{12} \frac{1}{\rho A l}\left[\begin{array}{lllll}
23 & -104 & 174 & -104 & 23
\end{array}\right] \tag{4.14}
\end{align*}
$$

with Young's modulus $E$, cross-sectional area $A$, density $\rho$ and representative element length $l$. The material properties are assumed to be constant throughout this analysis. The discrete solution $\mathbf{U}_{\infty}$ for the displacement and $\mathbf{P}_{\infty}$ for the linear momentum of the representative semi-discrete equation is obtained by evaluating the continuous solutions for the displacement and the linear momentum with the ansatz

$$
\begin{align*}
& u(x, t)=\hat{U} e^{[i(k x-\omega t)]}=\hat{U} e^{\left[i\left(\kappa x-\Omega c_{0} t\right) / l\right]} \quad \text { and }  \tag{4.15}\\
& p(x, t)=\hat{P} e^{[i(k x-\omega t)]}=\hat{P} e^{\left[i\left(\kappa x-\Omega c_{0} t\right) / l\right]} \tag{4.16}
\end{align*}
$$

for traveling harmonic waves at different positions in space, namely at $x=x_{j-1}=x_{j}-l$, $x=x_{j}$ and $x=x_{j+1}=x_{j}+l$. In eq. (4.15) and (4.16), $k$ is the wave number, $\omega$ is the angular frequency of the plane wave, $c_{0}=\sqrt{E / \rho}$ is the phase velocity in continuum and $i=\sqrt{-1}$. The time $t$ is retained as continuous variable in grid dispersion analyses. On the right hand side of eq. (4.15) and (4.16), the wave number $k$ and the angular frequency $\omega$ are replaced by the dimensionless wave number

$$
\begin{equation*}
\kappa=k l \tag{4.17}
\end{equation*}
$$

and the dimensionless angular frequency

$$
\begin{equation*}
\Omega=\frac{\omega l}{c_{0}} . \tag{4.18}
\end{equation*}
$$

The discrete vectors of displacement and linear momentum are thus

$$
\begin{align*}
& \mathbf{U}_{\infty}=\hat{U}\left[\begin{array}{c}
e^{-2 i \kappa} \\
e^{-i \kappa} \\
1 \\
e^{i \kappa} \\
e^{2 i \kappa}
\end{array}\right], \quad \dot{\mathbf{U}}_{\infty}=-\frac{i \Omega c_{0}}{l} \mathbf{U}_{\infty},  \tag{4.19}\\
& \mathbf{P}_{\infty}=\hat{P}\left[\begin{array}{c}
e^{-2 i \kappa} \\
e^{-i \kappa} \\
1 \\
e^{i \kappa} \\
e^{2 i \kappa}
\end{array}\right], \quad \dot{\mathbf{P}}_{\infty}=-\frac{i \Omega c_{0}}{l} \mathbf{P}_{\infty} \tag{4.20}
\end{align*}
$$

Insertion of these vectors and the matrices (4.13) and (4.14) into eq. (4.12) leads to

$$
\left[\begin{array}{cc}
-\frac{i \Omega c}{l} & -\frac{1}{3} \frac{23 \cos (\kappa)^{2}+32-52 \cos (\kappa)}{\rho A l}  \tag{4.21}\\
-\frac{2}{3} \frac{E A\left(\cos (\kappa)^{2}-2+\cos (\kappa)\right.}{l} & -\frac{i \Omega c}{l}
\end{array}\right]\left[\begin{array}{l}
\hat{U} \\
\hat{P}
\end{array}\right]=\mathbf{0}
$$

for the reciprocal mass matrix. If eq. (4.21) is to be satisfied for any time $t$ and any wave amplitude $\hat{U}$ and $\hat{P}$, a characteristic equation can be obtained leading to the grid dispersion relation between the dimensionless frequency $\Omega$ and the wave number $\kappa$. The grid dispersion relation

$$
\begin{equation*}
\frac{\Omega}{\kappa}=\frac{\omega / k}{c_{0}}=\frac{c}{c_{0}} \tag{4.22}
\end{equation*}
$$

describes the relation between the discretized lattice phase velocity $c=\omega / k$ and the continuous phase velocity $c_{0}$. For the reciprocal mass matrix (RMM), the grid dispersion relation is

$$
\begin{equation*}
\frac{\Omega}{\kappa}=\frac{c}{c_{0}}=1+\frac{3}{8} \kappa^{2}+\mathcal{O}\left(\kappa^{4}\right) \tag{4.23}
\end{equation*}
$$

and the grid dispersion error is thus of second order. The dispersion relation is visualized in Figure 4.4. The dispersion relation of the consistent and lumped mass matrix and the continuous solution are added for comparison. It can be seen that for the reciprocal


Figure 4.4: Dispersion graph for the consistent (CMM), the lumped mass matrix (LMM) and the reciprocal mass matrix (RMM, all scaling factors are set to zero) for an infinite 1-D quadratic B-spline patch.
mass matrix (RMM) the maximum eigenfrequency $\Omega_{\max }$ is much larger than for the other matrices. Therefore, very small time steps are required in an explicit analysis. The accuracy of the lowest modes (for small wave numbers $\kappa$ ) is similar as for the lumped mass matrix, whereas the accuracy of the consistent mass matrix is much higher (fourth order). For variationally scaled or customized reciprocal mass matrices, significantly larger critical time steps and higher order dispersion errors can be obtained as shown in the next section.

### 4.3.2 Tuning towards optimal low-frequency accuracy

At first, customization towards optimal low-frequency accuracy is performed, i.e. the order of the dispersion error is minimized for large wave lengths. The optimal free parameters for this purpose are obtained by performing a grid dispersion analysis, as
explained in the previous section for the unscaled reciprocal mass matrix, without specifying the free parameters. All results refer to a quadratic (according to Figure 4.3) or cubic B-spline patch.

For the variationally scaled mass matrix (VSMS) the dispersion relation for quadratic B -splines is

$$
\begin{equation*}
\frac{c}{c_{0}}=\frac{\Omega}{\kappa}=1-\frac{1}{24} C_{31} \kappa^{2}+\left(\frac{1}{1440}+\frac{1}{360} C_{31}-\frac{1}{1440} C_{32}+\frac{1}{384} C_{31}^{2}\right) \kappa^{4}+\mathcal{O}\left(\kappa^{6}\right) \tag{4.24}
\end{equation*}
$$

For the variationally scaled reciprocal mass matrix (VSRMS) the dispersion relation for quadratic B-splines is

$$
\begin{equation*}
\frac{c}{c_{0}}=\frac{\Omega}{\kappa}=1+\left(\frac{3}{8}-\frac{2}{3} C_{21}\right) \kappa^{2}+\left(-\frac{17}{36} C_{21}-\frac{10}{9} C_{22}+\frac{4243}{5760}-\frac{2}{9} C_{21}^{2}\right) \kappa^{4}+\mathcal{O}\left(\kappa^{6}\right) . \tag{4.25}
\end{equation*}
$$

Then, the free parameters are chosen in a way to eliminate the highest error terms in the dispersion relation. The optimal free parameters for low-frequency accuracy are given in Table 4.1 and the dispersion errors are listed in Table 4.2 for quadratic, as well as for cubic, infinite, equally-spaced one-dimensional B-spline patches. In order to obtain

Table 4.1: Choice of free parameters for optimal low-frequency accuracy for the 1-D quadratic and cubic B-Spline patch.

| VSMS |  |  |  | VSRMS |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $C_{31}$ | $C_{32}$ | $C_{33}$ | $C_{21}$ | $C_{22}$ | $C_{23}$ |
| $p=2$ | 0 | 1 | 0 | $9 / 16$ | $577 / 1600$ | 0 |
| $p=3$ | 0 | 0 | $10 / 3$ | $16 / 25$ | $36 / 121$ | $15238 / 266805$ |

optimal accuracy for cubic B-splines, not only up to linear velocity ansatz spaces need to be used, but quadratic ones, i.e. the scaling factors $C_{3 \alpha}$ and $C_{2 \alpha}$ are related to the velocity ansatz function matrices

$$
\boldsymbol{\Psi}_{\alpha=1}^{1-\mathrm{D}}=[1], \quad \boldsymbol{\Psi}_{\alpha=2}^{1-\mathrm{D}}=\left[\begin{array}{ll}
1 & X^{\mathrm{h}}
\end{array}\right] \quad \text { and } \quad \boldsymbol{\Psi}_{\alpha=3}^{1-\mathrm{D}}=\left[\begin{array}{lll}
1 & X^{\mathrm{h}} & \left(X^{\mathrm{h}}\right)^{2} \tag{4.26}
\end{array}\right] .
$$

As reference, the dispersion error of the consistent mass matrix, which is of fourth and sixth order for quadratic and cubic discretizations, as well as the dispersion error of the row-sum-lumped mass matrix, which is of second order independent of the polynomial order, are listed in Table 4.2 as well.

Table 4.2: Dispersion relation for different mass matrices for free parameters (if present), chosen according to Table 4.1.

|  | 1-D quadratic <br> $c / c_{0}$ | 1 -D cubic <br> $c / c_{0}$ |
| :--- | :--- | :--- |
| consistent mass (CMM) | $1+\frac{1}{1440} \kappa^{4}+\mathcal{O}\left(\kappa^{6}\right)$ | $1+\frac{1}{60480} \kappa^{6}+\mathcal{O}\left(\kappa^{8}\right)$ |
| row-sum lumped mass (LMM) | $1-\frac{1}{8} \kappa^{2}+\mathcal{O}\left(\kappa^{4}\right)$ | $1-\frac{1}{6} \kappa^{2}+\mathcal{O}\left(\kappa^{4}\right)$ |
| variationally scaled mass (VSMS) | $1+\frac{11}{120960} \kappa^{6}+\mathcal{O}\left(\kappa^{8}\right)$ | $1+\frac{1}{145152} \kappa^{8}+\mathcal{O}\left(\kappa^{10}\right)$ |
| var. scaled recipr. mass (VSRMS) | $1-\frac{1}{189} \kappa^{6}+\mathcal{O}\left(\kappa^{8}\right)$ | $1-\frac{409}{172800} \kappa^{8}+\mathcal{O}\left(\kappa^{10}\right)$ |

For both the variationally scaled mass and reciprocal mass matrix, a dispersion error of sixth order for quadratics and of eighth order for cubics can be obtained. Note that even though the dispersion order is the same for both methods, the error constant for the variationally scaled mass matrix is significantly smaller than for the reciprocal mass matrix. For quadratic B-splines it is by a factor of 60 and for cubic B-splines by a factor of 300 smaller. In the diagram in Figure 4.5 the dimensionless eigenfrequency is plotted versus the dimensionless wave number for quadratic B-splines. The parameters chosen for the variational inertia matrices are optimized for low-frequency accuracy (cf. Table 4.1). The scaled mass matrix shows almost ideal dispersion behaviour: Almost


$$
\begin{aligned}
& \text { - exact } \\
& \cdots \cdots . \mathrm{CMM} \\
& \text {--LMM } \\
& \text { - VSMS, } C_{31}=0, C_{32}=1 \\
& \text { - VSRMS, } C_{21}=9 / 16, C_{22}=577 / 1600
\end{aligned}
$$
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Figure 4.5: Analytical grid dispersion curves for different mass and reciprocal mass matrices for optimized low-frequency accuracy for an infinite 1-D quadratic Bspline patch.
till $\kappa \rightarrow 3$ the curve coincides with the exact one. The required time step is very small, but still larger than for the consistent mass matrix. The reciprocal mass matrix has the same convergence order, but due to the larger error constant the curve diverges from the exact one for smaller wave numbers. The required time step is smaller than for the lumped mass matrix but significantly larger than for the variationally scaled mass matrix.

With the proposed formulation, where only the kinetic energy term is modified, an order of the dispersion error of at most $2 p+2$ can be reached for B -splines of polynomial order $p$, as the conventional stiffness matrix is used herein. To obtain the highest possible accuracy with dispersion errors of $4 p$, both kinetic and internal energy need to be modified, leading to mass-stiffness templates (cf. algebraic construction from IdESMAN (2017)). These highly-optimized mass-stiffness templates may be quite sensitive to mesh distortion.

### 4.3.3 Tuning towards speed-up

An improvement of the speed-up, i.e. an increase of the critical time step size, is in general also accompanied by a deteriorated accuracy. Therefore, it is the user's choice, which reduction in the accuracy is tolerable for the desired speed-up.

Figure 4.6 and Figure 4.7 show the dispersion diagram for quadratic B-splines, where tuning towards speed-up with different side conditions for the inertia matrices is performed.


$$
\begin{aligned}
& \text { - exact } \\
& \cdots \cdot \mathrm{CMM} \\
& -- \text { LMM } \\
& --\quad \text { VSMS, } C_{31}=0, C_{32}=9 \\
& \quad \text { (no neg. dispersion) } \\
& --- \text { VSMS, } C_{31}=0, C_{32} \approx 65 \\
& \left.\quad \text { (same } \Delta t_{\text {crit }} \text { as LMM }\right) \\
& -\quad \text { VSMS, } C_{31}=0, C_{32}=100 \\
& \quad \text { (high speed-up) }
\end{aligned}
$$

Figure 4.6: Analytical dispersion curves for the variationally scaled mass matrix (VSMS) for various choices of the free parameters for an infinite 1-D quadratic Bspline patch.
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-. VSRMS, \(C_{21}=\frac{9}{16}, C_{22} \approx 0.43\)
    (same \(\Delta t_{\text {crit }}\) as LMM)
-- VSRMS, \(C_{21}=\frac{9}{16}, C_{22}=\frac{7}{16}\)
```

Figure 4.7: Analytical dispersion curves for the variationally scaled reciprocal mass matrix (VSRMS) for various choices of the free parameters for an infinite 1-D quadratic B-spline patch.

To retain at least the same convergence order as for the consistent mass matrix, only the second free parameter, namely $C_{32}$ for the scaled mass matrix and $C_{22}$ for the reciprocal mass matrix, is changed. With increasing $C_{32}$ and $C_{22}$, the maximum eigenfrequency is reduced. The variationally scaled reciprocal mass matrix is observed to be only stable for $C_{21}+C_{22} \leq 1$. The stability is further analyzed in the next section. For values larger than $C_{32}=9$ (VSMS) and $C_{22}=57 / 160$ (VSRMS), negative dispersion occurs. This may have an influence on the order of the eigenmodes and may be undesirable for some applications.

For $C_{32} \approx 65$ (VSMS) and $C_{22} \approx 0.43$ (VSRMS) the maximum eigenfrequency is equal to the one of the lumped mass matrix, but higher accuracy is obtained in the lowest modes. For the scaled mass matrix, each time step is then still more expensive than for lumped mass due to the non-diagonal structure of the mass matrix, but for the reciprocal mass matrix, no extra expense is required. For larger values the critical time step size can be further increased, but additional negative dispersion occurs and accuracy deteriorates. Further decrease of the maximum eigenfrequency is possible by increasing $C_{31}$ for the variationally scaled mass matrix and $C_{21}$ for the reciprocal mass matrix, but then the convergence order reduces to two.

In general the analytical grid dispersion analysis shows, that novel consistent variationally scaled mass and reciprocal mass matrices can be customized for the user's purposes: by different choices of free parameters, higher accuracy in the low frequencies can be obtained than for the standard mass matrices and mass matrices with larger critical time step than the existing row-sum-lumped mass with at least the same accuracy can be developed.

### 4.3.4 Evaluation of stability

While for the variationally consistent mass matrix the time step can be arbitrarily increased, of course to the disadvantage of the accuracy and the condition number of the mass matrix, the time step of the variationally scaled reciprocal mass matrix is bounded by stability issues. So far, it was observed that the stability is violated if the scaling factor for the variationally scaled reciprocal mass matrix (or the sum of all scaling factors in a multi-parametric template) is larger than 1. By means the grid dispersion analysis, criteria for stability can be defined and the observation that the sum of the scaling factors should not exceed 1 can be examined. The formulation is unstable if $\Omega(\kappa) \leq 0$. Since mass scaling influences especially the highest modes, the condition can be further specified with $\Omega(\kappa=\Pi) \leq 0$. With this condition at hand the stability of the quadratic and cubic B-spline discretization, analyzed in the previous chapters, is studied. For the quadratic B-spline discretization, the stability is violated if the condition

$$
\begin{equation*}
\sqrt{963-960 C_{31}-960 C_{32}} \leq 0 \tag{4.27}
\end{equation*}
$$

holds. Thus, the condition on the scaling factors to guarantee stability is

$$
\begin{equation*}
C_{21}+C_{22} \leq \frac{321}{320} \tag{4.28}
\end{equation*}
$$

This means that for an infinite patch of quadratic B-splines a sum of scaling factors of 1 still leads to a stable solution. But with slightly larger scaling factors, the stability limit is reached. For the cubic B-spline discretization, the stability is violated if the condition

$$
\begin{equation*}
\sqrt{25450-25450 C_{21}-25410 C_{23}-25410 C_{22}} \leq 0 \tag{4.29}
\end{equation*}
$$

holds. The condition on the scaling factors to guarantee stability is then

$$
\begin{equation*}
C_{21}+\frac{2541}{2545} C_{22}+\frac{2541}{2545} C_{23} \leq 1 . \tag{4.30}
\end{equation*}
$$

With a sum of the three scaling factors of 1 (e.g. $C_{21}=C_{22}=C_{23}=1 / 3$ ), the solution will still be stable for an infinite patch of cubic B-splines. Again, with slightly larger scaling factors, stability is violated. The general observation that the sum of all scaling factors should not exceed 1 , i.e. $\sum_{\alpha} C_{2 \alpha} \leq 1$, is confirmed by the grid dispersion analysis.

### 4.3.5 Recovery of existing mass matrices from literature

In earlier works, various algebraic approaches were proposed to provide improved mass matrices for B-spline-based FEM. The relation between different algebraic approaches and the variational framework is explained in the following.

For comparison the higher order mass matrix of Wang et al. (2013) and the algebraically scaled mass matrix according to Olovsson et al. (2004) are used. Wang suggested to algebraically construct a mixed mass matrix consisting of a linear combination of the consistent mass matrix and a matrix of reduced bandwidth, which also preserves mass and has the same approximation order than the consistent mass matrix. In the linear combination the highest error terms cancel and therefore a higher-order mass matrix is designed. For a comparison with standard matrices from mass scaling, algebraic mass scaling by Olovsson is transferred to B-spline finite elements. Herein, the transfer to B-splines is done in a rather naive way, where the diagonal mass is obtained by row-sum lumping and the augmented mass on the off-diagonal terms is equally distributed to all degrees of freedom. Better, non-intuitive constructions might be possible, but this question is not further pursued herein.

Table 4.3 can be understood as supplement to Table 4.2. The dispersion relations for Wang's higher order mass matrix and the algebraically scaled mass matrix according to Olovsson are given for quadratic and cubic B-splines. The results obtained with the algebraically constructed higher order mass by Wang et al. (2013) are identical to the results obtained with the variationally scaled mass matrix, i.e. the algebraic mass matrices proposed by Wang can be reproduced in a variationally consistent form with the framework provided herein. The algebraically scaled mass results in a maximum fourth order dispersion error, independent of the polynomial order.

Table 4.3: Dispersion relation for different algebraic mass matrices for a 1-D quadratic and cubic B-Spline patch.

|  | 1-D quadratic <br> $c / c_{0}$ | 1-D cubic <br> $c / c_{0}$ |
| :--- | :--- | :--- |
| Wang's higher order mass <br> (see WANG ET AL. (2013)) | $1+\frac{11}{120960} \kappa^{6}+\mathcal{O}\left(\kappa^{8}\right)$ | $1+\frac{1}{145152} \kappa^{8}+\mathcal{O}\left(\kappa^{10}\right)$ |
| algebr. scaled mass (ASMS, see <br> OLOVSSON ET AL. (2004)) | $1-\frac{23}{1440} \kappa^{4}+\mathcal{O}\left(\kappa^{6}\right)$ | $1-\frac{13}{240} \kappa^{4}+\mathcal{O}\left(\kappa^{6}\right)$ |

In Figure 4.8 the dispersion relation is illustrated for quadratic B-splines. Since the variational mass with optimal low-frequency error and Wang's higher order mass are
identical, Wang's mass matrix requires also quite small time steps. For $\beta=-\frac{1}{4}$, the optimal low-frequency accuracy for the algebraically scaled mass is obtained. Since the dispersion error is only of fourth order (in comparison to sixth order for Wang's mass matrix), the dispersion curve diverges already for smaller wave numbers from the exact solution for continua. The size of the time step is moderate and can be further increased, accepting lower accuracy.
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Figure 4.8: Analytical grid dispersion curves for different mass matrices for optimized low-frequency accuracy for an infinite 1-D quadratic $B$-spline patch.

With the proposed variational framework, the dispersion-corrected explicit integration scheme by Krenk (2001) can as well be reproduced with some tricks. Then, a relation between the free parameter $\gamma$ of Krenk and the inertia scaling parameter $C_{21}$ can be found with $C_{21}=\frac{2}{3}-\frac{2}{9} \gamma$ for constant density. A detailed description of the relation of the two methods is omitted here.

### 4.4 Grid dispersion analysis (GDA) in 2-D

In the multi-dimensional case, the dispersion relation is not only dependent on the wave number $k$ (or the wave vector $\mathbf{k}$ in multi-dimensions) and the free parameters $C_{2 \alpha}$ and $C_{3 \alpha}$ but also on the angle of inclination $\theta$ of the wave with respect to the mesh orientation, see Figure 4.9. This means that depending on the angle under which a wave propagates through a discretized body, the interrelation between the wave properties is different. Furthermore, two different wave types, namely dilatation and shear waves, need to be distinguished in 2-D wave propagation. The obtained result depends on the chosen dimensional reduction (plane strain or plane stress) and on Poisson's ratio $\nu$.


Figure 4.9: Plane wave propagating through a mesh under the angle of inclination $\theta$.

The approach to obtain the grid dispersion relation is similar to 1-D. For reference on how to conduct a grid dispersion analysis in 2-D, the papers for the grid dispersion analysis of a serendipity finite element of Kolman et al. (2013) and for isogeometric finite elements with consistent mass of Dedè et al. (2015) are recommended. The ansatz for the solution of the displacement and the linear momentum in 2-D (cf. eq. (4.15) and (4.16) for 1-D) are

$$
\begin{align*}
& \mathbf{u}(\mathbf{x}, t)=\hat{\mathbf{U}} e^{[i(k \cos (\theta) x+k \sin (\theta) y-\omega t)]} \quad \text { and }  \tag{4.31}\\
& \mathbf{p}(\mathbf{x}, t)=\hat{\mathbf{P}} e^{[i(k \cos (\theta) x+k \sin (\theta) y-\omega t)]} \tag{4.32}
\end{align*}
$$

where $k \cos (\theta)$ and $k \sin (\theta)$ are the $x$ - and $y$-component of the wave vector $\mathbf{k}$. Note, that the displacement and linear momentum $\mathbf{u}$ and $\mathbf{p}$, as well as the amplitudes $\hat{\mathbf{U}}$ and $\hat{\mathbf{P}}$ are now vectors with $x$ - and $y$-component.

The continuous wave ansatz can then be evaluated at discrete points in space to obtain the discrete displacement and linear momentum vectors $\mathbf{U}_{\infty}$ and $\mathbf{P}_{\infty}$. Subsequently, these vectors are inserted into the representative semi-discrete equation of motion, which allows to extract the characteristic equations describing the dispersion relation of the dilatation branch and of the shear branch, respectively.

In the following, first the dispersion relation for the dilatation and shear branches for different mass matrices in dependence of the inclination angle $\theta$ and its free parameters are given. Then, the special case of incoming waves aligned to the mesh $(\theta=0)$ are considered and optimal free parameters are found for this case. Subsequently, the dispersion behaviour for this specific parameter choice is as well studied in dependence of different inclination angles. In all studies, a 2-D infinite, uniform, quadratic B-spline patch is analyzed. Plane strain case with Poisson's ratio $\nu=0$ is considered. For reference, the analytical dispersion relation for lumped and consistent mass matrices are as well obtained in dependence of different inclination angles and illustrated in

Appendix A. The dispersion relation of the variationally scaled mass matrix (VSMS) for the dilation branch in dependence of the scaling factors $C_{3 \alpha}$ and the inclination angle $\theta$ is

$$
\begin{equation*}
\frac{c_{d}}{c_{d 0}}=\frac{\omega_{d}}{k}=1-\frac{1}{24}\left(C_{31}+C_{32}+C_{33}\left(1-2 \cos (\theta)^{2}+2 \cos (\theta)^{4}\right)\right) k^{2}+\mathcal{O}\left(k^{4}\right) \tag{4.33}
\end{equation*}
$$

The dispersion relation of the shear branch is

$$
\begin{equation*}
\frac{c_{s}}{c_{s 0}}=\frac{\omega_{s}}{k / \sqrt{2}}=1-\frac{1}{48}\left(2 C_{31}+C_{32}+4 C_{33}\left(\cos (\theta)^{2}-\cos (\theta)^{4}\right)\right) k^{2}+\mathcal{O}\left(k^{4}\right) \tag{4.34}
\end{equation*}
$$

For the 2-D analysis the results are given in dependence of $\omega$ and $k$ instead of in terms of dimensionless quantities. This simplifies the algebraic analysis. Since the density, the elastic modulus and the mesh size are set to 1 , there is no quantitative difference in the plotted dispersion graphs. While the dilatation wave speed in a continuum is 1 for the given parameters, the shear wave speed in a continuum is $1 / \sqrt{2}$.

The dispersion relation of the dilatation branch of the variationally scaled reciprocal mass matrix in dependence of the free parameters $C_{3 \alpha}$ and the inclination angle $\theta$ is

$$
\begin{equation*}
\frac{c_{d}}{c_{d 0}}=\frac{\omega_{d}}{k}=1+\left(\frac{3}{8}-\frac{2}{3} C_{21}-\frac{2}{3} C_{22}-\frac{2}{3} C_{23}\left(1-2 \cos (\theta)^{2}+2 \cos (\theta)^{4}\right)\right) k^{2}+O\left(k^{4}\right) \tag{4.35}
\end{equation*}
$$

The dispersion relation of the shear branch of the variationally scaled reciprocal mass matrix is

$$
\begin{equation*}
\frac{c_{s}}{c_{s 0}}=\frac{\omega_{s}}{k / \sqrt{2}}=1+\left(\frac{3}{8}-\frac{2}{3} C_{21}-\frac{1}{3} C_{22}-\frac{4}{3} C_{23}\left(\cos (\theta)^{2}-\cos (\theta)^{4}\right)\right) k^{2}+O\left(k^{4}\right) \tag{4.36}
\end{equation*}
$$

The dispersion relations from eq. (4.33) and (4.34) for the scaled mass and from eq. (4.35) and (4.36) for the reciprocal mass allow to study either the dispersion behaviour for a given parameter set in dependence of the inclination angle $\theta$ or to find the optimal parameters for wave propagation under a defined inclination angle.

Next, the special case of waves travelling parallel to the mesh (i.e. $\theta=0$ ) are considered. The dispersion relations for $\theta=0$ are listed in Table 4.4 and 4.5 for the dilatation and shear branch, respectively. The results of the lumped and consistent mass matrix are listed for reference. The error of the dispersion relation is identical for the dilatation and the shear branch for the consistent and the lumped mass matrix as well. For the consistent mass matrix, the error is of fourth order. For the lumped mass matrix it is
of second order. For the scaled mass matrix the error is of second order for both the

Table 4.4: Dispersion relation of the dilatation branch for different mass and inverse mass matrices for $\theta=0$ for a $2-\mathrm{D}$ quadratic B -spline patch.

|  | $c_{d} / c_{d 0}$ |
| :--- | :--- |
| consistent mass (CMM) | $1+\frac{1}{1440} k^{4}+\mathcal{O}\left(k^{6}\right)$ |
| row-sum lumped mass (LMM) | $1-\frac{1}{8} k^{2}+\mathcal{O}\left(k^{4}\right)$ |
| variationally scaled mass (VSMS) | $1-\frac{1}{24}\left(C_{31}+C_{32}+C_{33}\right) k^{2}+\mathcal{O}\left(k^{4}\right)$ |
| var. scaled recipr. mass (VSRMS) | $1+\left(\frac{3}{8}-\frac{2}{3} C_{21}-\frac{2}{3} C_{22}-\frac{2}{3} C_{23}\right) k^{2}+\mathcal{O}\left(k^{4}\right)$ |

Table 4.5: Dispersion relation of the shear branch for different mass and inverse mass matrices for $\theta=0$ for a 2-D quadratic B-spline patch.

|  | $c_{s} / c_{s 0}$ |
| :--- | :--- |
| consistent mass (CMM) | $1+\frac{1}{1440} k^{4}+\mathcal{O}\left(k^{6}\right)$ |
| row-sum lumped mass (LMM) | $1-\frac{1}{8} k^{2}+\mathcal{O}\left(k^{4}\right)$ |
| variationally scaled mass (VSMS) | $1-\frac{1}{48}\left(2 C_{31}+C_{32}\right) k^{2}+\mathcal{O}\left(k^{4}\right)$ |
| var. scaled recipr. mass (VSRMS) | $1+\left(\frac{3}{8}-\frac{2}{3} C_{21}-\frac{1}{3} C_{22}\right) k^{2}+\mathcal{O}\left(k^{4}\right)$ |

dilatation and the shear branch if the parameters are not further specified. However, for a parameter choice of $C_{31}=C_{33}$ and $C_{32}=-2 C_{33}$ a fourth order dispersion error for both the dilatation and the shear branch are possible for $\theta=0$. With the additional condition $C_{34}=1$ even a sixth order dispersion error for both branches is achievable. The dispersion graph for the scaled mass matrix with $C_{31}=C_{32}=C_{33}=0$ and $C_{34}=1$ is illustrated in Figure 4.10 (left). Both the dilatation and the shear branch coincide very well with the exact solution for continua. The maximum eigenfrequency is approximately as large as for the consistent mass matrix, but the dispersion error is of sixth order in comparison to fourth order for the consistent mass matrix (cf. Appendix A). With a different parameter choice a larger time step for the variationally scaled mass can be reached, but then the order of the dispersion error is reduced and accuracy decreases.


Figure 4.10: Dispersion relation for a 2-D quadratic B-spline patch for the variationally scaled mass (VSMS, left) and reciprocal mass matrix (VSRMS, right).

For the reciprocal mass matrix, the dispersion error for both the dilatation and the shear branch is as well of second order if the parameters are not further specified. With a parameter choice of $C_{21}=C_{23}+\frac{9}{16}$ and $C_{22}=-2 C_{23}$ a dispersion error of fourth order for both the dilatation and the shear branch can be obtained. With the additional choice $C_{24}=\frac{577}{1600}$ a dispersion error of sixth order can be obtained for both branches. The dispersion graph for the reciprocal mass matrix with $C_{21}=\frac{9}{16}, C_{22}=C_{23}=0$, $C_{24}=\frac{577}{1600}$ is shown in Figure 4.10 (right). For the reciprocal mass matrix the maximum eigenfrequency is significantly smaller than for the optimized variationally scaled mass matrix, that means computation with a significantly larger time step is possible. The dispersion error for both branches is again of sixth order, but due to the larger error constant of the remaining term in the dispersion relation, the curve diverges earlier from the exact solution than for the variationally scaled mass matrix. This was already observed in 1-D.

Next, the dispersion behaviour of the scaled mass and reciprocal mass matrix is studied for the chosen parameter set for the wave propagation under various inclination angles. For comparison similar analyses for the consistent and lumped mass matrix are listed in Appendix A. In Figure 4.11 the phase velocity error versus the wave number is shown
for dilatation waves (left) and shear waves (right) for different inclination angles for the variationally scaled mass matrix.

Waves propagating under an angle of $0^{\circ}, 20^{\circ}, 30^{\circ}$ and $45^{\circ}$ are studied and their results are illustrated by different colors. The influence of the inclination angle on the result for both dilatation and shear waves is rather small, comparable with the influence for the consistent mass matrix. From Figure 4.12 the behaviour of the reciprocal mass matrix can be studied. The error for both dilatation and shear waves shows a much stronger dependency on the inclination angle than the error of the variationally scaled mass matrix. Furthermore, the error is significantly larger. For small wave lengths $(k \rightarrow 3)$ the phase velocity may be overestimated by a factor of 2 . Furthermore, it is noticeable that the smallest error is obtained for waves propagating with an inclination angle larger than 0 and smaller than $20^{\circ}$.

In Sections 4.3 and 4.4, only grid dispersion analyses were performed. This type of analysis takes only the spatial discretization into account. To finally perform particularly accurate or fast transient analysis not only the spatial discretization but also the temporal discretization should be taken into account. This idea was initially proposed by Krieg and Key (1973), who suggested that time and space discretization should be adjusted to each other. An extension of grid dispersion analysis that takes also the temporal discretization into account is the so-called full (or temporal-spatial) dispersion analysis. A full dispersion analysis is for example performed by Kolman et al. (2016) to study the dispersion behaviour of a serendipity element with the central difference time discretization method. A full dispersion analysis of the mass and reciprocal mass matrices proposed herein allows to tailor the mass or reciprocal mass matrix not only to the grid (i.e. spatial discretization), but also to the chosen time discretization method and time step. This could further improve the transient behaviour and is a possible direction for future work.

### 4.5 A brief summary of Chapter 4

In the following, the advancements presented in Chapter 4 are shortly reviewed.
At the beginning of the chapter, enriched ansatz spaces for the earlier proposed variationally scaled mass and reciprocal mass matrices were presented, which are especially suitable for inertia customization. Then, a novel multi-parametric template was introduced, which allows combination and systematic tuning of different ansatz spaces towards specific customization goals. Next, systematic tuning of the proposed mass and inverse mass matrices is performed for a 1-D infinite, uniform, quadratic B-spline patch. The tuning is performed e.g. with the goal of optimal low-frequency accuracy


Figure 4.11: Dispersion error for different inclination angles $\theta$ for a 2-D quadratic Bspline patch for the variationally scaled mass matrix (VSMS) of the dilatation branch (left) and the shear branch (right).




$$
-0-\frac{\Pi}{9}-\frac{\Pi}{6}-\frac{\Pi}{4}
$$

Figure 4.12: Dispersion error for different inclination angles $\theta$ for a 2-D quadratic Bspline patch for the variationally scaled reciprocal mass matrix (VSRMS) of the dilatation branch (left) and the shear branch (right).
or substantial speed-up. Subsequently, the extension of the performed analysis to 2-D is described and dispersion results in dependence of the wave inclination angle in a 2-D discretization are discussed. Therein, the free parameters are optimized with respect to dispersion behaviour for both dilatation and shear branches for waves travelling aligned to the mesh and finally, the dispersion behaviour for this parameter choice is studied under various inclination angles. For both variationally scaled mass and reciprocal mass matrices dispersion errors of at maximum sixth order are obtained in 1-D and in 2-D for both the dilatation and the shear branch. The variationally scaled reciprocal mass matrix has shown significant larger dependence of the results on the inclination angle.

## 5

## Time-step estimates for reciprocal mass matrices and penalty contact

In order to exploit the full potential of the proposed reciprocal mass matrices, an efficient time step estimate to determine the allowable time step for explicit transient analyses is required.

Since, to the author's knowledge, efficient and conservative time step estimates for reciprocal mass matrices do not exist yet in literature (seeing that the idea of reciprocal mass matrices is also rather new), the critical time step is so far determined from the maximum global eigenfrequency, e.g. by performing a forward iteration on the global level. This procedure provides a very accurate estimate of the maximum eigenfrequency, but it is too expensive to be repeated frequently during the explicit simulation.

Therefore, a local and computationally cheaper time step estimate for reciprocal mass matrices was proposed in Schaeuble et al. (2018) and it is described in the following. First, the requirements on the novel estimate and the potential applicability of existing local time step estimates for reciprocal mass matrices are discussed. Then, in Section 5.2, the novel estimate is developed from the existing nodal time step estimate for lumped mass matrices based on Gershgorin's theorem by Kulak (1989). Subsequently, possible penalty contact is taken into account. Finally, various rearrangements of the estimate to further increase the computational efficiency are discussed.

The time step estimate for reciprocal mass matrices proposed herein is not only valid for the reciprocal mass matrix from Chapter 3, but for reciprocal mass matrices in general, independent how they are obtained. Furthermore, the estimate works independently of the element type used in the finite element discretization.

### 5.1 Requirements on the novel estimate and limitations of existing ones

An overview of the classification of existing time step estimates was already provided in Section 2.3.2. Therein, it was distinguished between global and local estimates and local estimates were further split into node-based and element-based ones.

In general, regardless of the class of estimate considered, the requirements on the novel estimate can be summarized as follows: The novel estimate should be

- conservative,
- efficient and
- provide satisfactory results for irregular and distorted meshes.

Conservativeness presupposes that the obtained time step is smaller than the exact critical time step (see eq. (2.61)) so that stability is not violated. Efficiency implies both reasonable computational effort to compute the time step and an estimate that is not too conservative, i.e. the obtained time step is not too small compared to the exact critical time step. Due to the in general higher efficiency, local estimates are preferred over global ones. The applicability of the novel time step estimate for irregular and distorted meshes has to be confirmed by numerical examples.

Because a local estimate is preferred for the reason of efficiency, the question remains whether a node-based or an element-based estimate is desired for reciprocal mass matrices. Existing element-based estimates for lumped or consistent mass matrices are based on the element eigenvalue inequality, stating that the global eigenvalue $\lambda$ (or eigenfrequency $\omega$ ) is bounded by the element eigenvalues $\lambda_{i}^{e}$ (or eigenfrequencies $\omega_{i}^{e}$ ), see eq. (2.66). This inequality results from the inequality of the Rayleigh quotient on the local and global level with

$$
\begin{gather*}
\max _{i} \omega_{i}^{2}=\max _{i} \lambda_{i}=\max _{i} \frac{\boldsymbol{\phi}_{i}^{\mathrm{T}} \mathbf{K} \boldsymbol{\phi}_{i}}{\boldsymbol{\phi}_{i}^{\mathrm{T}} \mathbf{M} \boldsymbol{\phi}_{i}}  \tag{5.1}\\
\leq \quad \max _{i, e}\left(\omega_{i}^{e}\right)^{2}=\max _{i, e} \lambda_{i}^{e}=\max _{i, e} \frac{\boldsymbol{\phi}_{i}^{\mathrm{e}} \mathbf{k}_{e} \boldsymbol{\phi}_{i}^{e}}{\boldsymbol{\phi}_{i}^{e \mathrm{~T}} \mathbf{m}_{e} \boldsymbol{\phi}_{i}^{e}},
\end{gather*}
$$

where $\boldsymbol{\phi}_{i}^{e}, \mathbf{k}_{e}$ and $\mathbf{m}_{e}$ are the $i^{\text {th }}$ eigenvector, the stiffness matrix and the lumped or consistent mass matrix on the element level. $\phi_{i}, \mathbf{K}$ and $\mathbf{M}$ are the respective quantities on the global level. This inequality is valid for the eigenvalues of a generalized eigenvalue problem of symmetric matrices. In the case of the reciprocal mass matrix, the eigenvalues
result from a product eigenvalue problem with

$$
\begin{equation*}
\left(\mathbf{C}^{\circ} \mathbf{K}-\lambda_{i} \mathbf{I}\right) \phi_{i}=\mathbf{0} \quad \text { with } \quad \lambda_{i}=\omega_{i}^{2}, \tag{5.2}
\end{equation*}
$$

where $\mathbf{C}^{\circ}$ is the reciprocal mass matrix. The eigenvector $\boldsymbol{\phi}_{i}$ in eq. (5.2) is actually a right eigenvector since the same eigenvalues $\lambda_{i}$ can as well be obtained from the eigenvalue problem

$$
\begin{equation*}
\left(\boldsymbol{\phi}_{i}^{\mathrm{L}}\right)^{\mathrm{T}}\left(\mathbf{C}^{0} \mathbf{K}-\lambda_{i} \mathbf{I}\right)=\mathbf{0} \quad \text { with } \quad \lambda_{i}=\omega_{i}^{2}, \tag{5.3}
\end{equation*}
$$

where $\boldsymbol{\phi}_{i}^{L}$ is the left eigenvector, since the matrix $\mathbf{C}^{\circ} \mathbf{K}$ is not symmetric. The eigenvalues on the global and element level for the product eigenvalue problem can also be obtained from the Rayleigh quotient on the global and local level. For the product eigenvalue problem of an unsymmetric matrix, both the left and the right eigenvalue need to be used in the Rayleigh quotient (cf. Lambers (2010)). However, the inequality does not necessarily hold for the product eigenvalue problem, that means

$$
\begin{gather*}
\max _{i} \omega_{i}^{2}=\max _{i} \lambda_{i}=\max _{i} \frac{\left(\boldsymbol{\phi}_{i}^{\mathrm{L}}\right)^{\mathrm{T}} \mathbf{C}^{\circ} \mathbf{K} \boldsymbol{\phi}_{i}}{\left(\boldsymbol{\phi}_{i}^{\mathrm{L}}\right)^{\mathrm{T}} \boldsymbol{\phi}_{i}} \\
\not \leq \quad \max _{i, e}\left(\omega_{i}^{e}\right)^{2}=\max _{i, e} \lambda_{i}^{e}=\max _{i, e} \frac{\left(\boldsymbol{\phi}_{i}^{\mathrm{L}, e}\right)^{\mathrm{T}} \mathbf{c}_{e}^{\circ} \mathbf{k}_{e} \boldsymbol{\phi}_{i}^{e}}{\left(\boldsymbol{\phi}_{i}^{\mathrm{L}, e}\right)^{\mathrm{T}} \boldsymbol{\phi}_{i}^{e}} \tag{5.4}
\end{gather*}
$$

Consequently, the global eigenvalues are not necessarily smaller than the local ones. This statement is confirmed by a simple illustrative example in the following.

## Verification example: Non-conservativeness of elemental estimates for reciprocal mass matrices

The rod consisting of two linear elements, which was already analysed in the thought experiment in Section 3.1, is considered. Material and geometric properties are given in Figure 3.1. The reciprocal mass matrix is computed according to Chapter 3. For simplicity, the special case of a diagonal reciprocal mass is again considered. The elemental lumped mass $\mathbf{m}_{e}$, the stiffness matrix $\mathbf{k}_{e}$ and the reciprocal mass matrices of the left and right element $\mathbf{c}_{e}^{0,1}$ and $\mathbf{c}_{e}^{0, \mathrm{r}}$ are

$$
\begin{array}{ll}
\mathbf{m}_{e}=\left[\begin{array}{cc}
2500 & 0 \\
0 & 2500
\end{array}\right], & \mathbf{k}_{e}=\left[\begin{array}{rr}
2 \mathrm{e} 8 & -2 \mathrm{e} 8 \\
-2 \mathrm{e} 8 & 2 \mathrm{e} 8
\end{array}\right] \\
\mathbf{c}_{e}^{\circ, \mathrm{l}}=\left[\begin{array}{cc}
1 / 2500 & 0 \\
0 & 1 / 10000
\end{array}\right], & \mathbf{c}_{e}^{\circ, \mathrm{r}}=\left[\begin{array}{cc}
1 / 10000 & 0 \\
0 & 1 / 2500
\end{array}\right] . \tag{5.6}
\end{array}
$$

These elemental matrices result in the global matrices

$$
\begin{array}{rlr}
\mathbf{M} & =\left[\begin{array}{ccc}
2500 & 0 & 0 \\
0 & 5000 & 0 \\
0 & 0 & 2500
\end{array}\right], & \mathbf{K}=\left[\begin{array}{rrr}
2 \mathrm{e} 8 & -2 \mathrm{e} 8 & 0 \\
-2 \mathrm{e} 8 & 4 \mathrm{e} 8 & -2 \mathrm{e} 8 \\
0 & -2 \mathrm{e} 8 & 2 \mathrm{e} 8
\end{array}\right], \\
\mathbf{C}^{\circ} & =\left[\begin{array}{ccc}
1 / 2500 & 0 & 0 \\
0 & 1 / 5000 & 0 \\
0 & 0 & 1 / 2500
\end{array}\right] .
\end{array}
$$

With these matrices at hand, different eigenvalue problems are evaluated. The result for the maximum eigenfrequency from the global and the element eigenvalue problem with the lumped mass matrix and the reciprocal mass matrix are compared. The maximum eigenfrequency $\omega_{\max }$ can either be obtained from solving the eigenvalue problem or from the Rayleigh quotient - the result is the same. The results for the different eigenvalue problems are listed in Table 5.1. From the table it can be seen that the maximum

Table 5.1: Comparison of the maximum eigenfrequency for different eigenvalue problems.

|  | $\omega_{\max }$ |
| :---: | :---: |
| $\left(\mathbf{K}-\lambda_{i} \mathbf{M}\right) \boldsymbol{\phi}_{i}=\mathbf{0}$ | 400.00 |
| $\left(\mathbf{k}_{e}-\lambda_{i} \mathbf{m}_{e}\right) \boldsymbol{\phi}_{i}^{e}=\mathbf{0}$ | 400.00 |
| $\left(\mathbf{C}^{\circ} \mathbf{K}-\lambda_{i} \mathbf{I}\right) \boldsymbol{\phi}_{i}=\mathbf{0}$ | 400.00 |
| $\left(\mathbf{c}_{e}^{\circ} \mathbf{k}_{e}-\lambda_{i} \mathbf{I}\right) \boldsymbol{\phi}_{i}^{e}=\mathbf{0}$ | 316.22 |

eigenfrequency on the element level is larger than or equal to the maximum eigenvalue on the global level for the generalized eigenvalue problem of stiffness and mass matrix. However, the maximum eigenvalue on the element level is smaller than the maximum eigenvalue on the global level for the product eigenvalue problem of stiffness and reciprocal mass matrix. This confirms eq. (5.4) and (5.1) and verifies the statement that the global eigenvalues are not necessarily smaller than the local ones for the product eigenvalue problem of the reciprocal mass matrix. Consequently, elemental estimates are not necessarily conservative for reciprocal mass matrices. Thus, the development of an efficient and conservative time step estimate focuses on a local node-based estimate.

### 5.2 Nodal time step estimate for reciprocal mass matrices

In this section, Gershgorin's time step estimate for lumped mass matrices, as provided in eq. (2.73) without and in eq. (2.75) with penalty contact, is systematically extended
to reciprocal mass matrices. First, several variants of the time step estimate, namely a row-wise, a column-wise and a symmetric estimate, for problems without contact are considered. Secondly, the extension of the most promising one, namely the row-wise estimate, to penalty contact is developed. Thirdly, the time step estimate for penalty contact is rearranged. The rearrangements allow efficient recomputation of the time step in the case of contact where the active contact set varies in time.

### 5.2.1 Time step estimates for problems without contact

In eq. (2.73) the nodal time step estimate for lumped mass matrices by Kulak (1989) was given. His approach is a row-wise version, which is computationally cheaper than a column-wise estimate, as explained earlier. For the product eigenvalue problem of the reciprocal mass matrix from eq. (5.2) both a row-wise and a column-wise estimate are proposed in the following. With the usage of the row-wise Gershgorin's circles, the maximum eigenfrequency of eigenvalue problem (5.2) with reciprocal mass matrices is bounded by

$$
\begin{equation*}
\omega_{\max }^{\mathrm{row}-\mathrm{wise}}=\max _{i} \sqrt{\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ} \mathbf{K}\right)_{i j}\right|} . \tag{5.9}
\end{equation*}
$$

Alternatively, column-wise Gershgorin's circles may be used leading to

$$
\begin{equation*}
\omega_{\max }^{\text {column-wise }}=\max _{i} \sqrt{\sum_{j=1}^{n}\left|\left(\mathbf{K C}^{\circ}\right)_{i j}\right|}=\max _{i} \sqrt{\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ} \mathbf{K}\right)_{j i}\right|} . \tag{5.10}
\end{equation*}
$$

Moreover, the unsymmetric eigenvalue problem can be transferred into a symmetric eigenvalue problem by a Cholesky decomposition of the reciprocal mass matrix with $\mathrm{C}^{\circ}=\mathcal{L}^{\mathrm{T}}$, where $\mathcal{L}$ is a lower triangular matrix. Then, Gershgorin's theorem is applied to the symmetric eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{L}^{\mathrm{T}} \mathbf{K} \mathcal{L}-\omega_{i}^{2} \mathbf{I}\right) \boldsymbol{\varphi}_{i}=\mathbf{0} \tag{5.11}
\end{equation*}
$$

which has different eigenvectors but the same eigenvalues as the EVP stated in eq. (5.2). The maximum eigenfrequency is then

$$
\begin{equation*}
\omega_{\max }^{\text {symm }}=\max _{i} \sqrt{\sum_{j=1}^{n}\left|\left(\mathcal{L}^{\mathrm{T}} \mathbf{K} \mathcal{L}\right)_{i j}\right|} . \tag{5.12}
\end{equation*}
$$

Equations (5.9), (5.10) and (5.12) are thus three basic estimates of the maximum eigenfrequency. The time step estimates for the central difference method are then obtained
with eq. (2.61). For example for the row-wise estimate, the novel nodal time step estimate for reciprocal mass matrices resulting from eq. (5.9) is thus

$$
\begin{equation*}
\Delta t_{\text {crit }}^{\mathrm{row}-\text { wise }}=\min _{i} \sqrt{\frac{4}{\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ} \mathbf{K}\right)_{i j}\right|}} \tag{5.13}
\end{equation*}
$$

In the denominator of eq. (5.13) only the row-sum of the absolute values of the product $\mathbf{C}^{\circ} \mathbf{K}$ for each row $i$ is needed. To compute the $i^{\text {th }}$ row of the matrix $\mathbf{C}^{\circ} \mathbf{K}$ all non-zero elements of the matrix $\mathbf{K}$, but only the $i^{\text {th }}$ row of the matrix $\mathbf{C}^{\circ}$ is needed. Therefore, the computation can be rewritten as

$$
\begin{equation*}
\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ} \mathbf{K}\right)_{i j}\right|=\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}\right\|_{1}, \tag{5.14}
\end{equation*}
$$

where $\square_{i,:}$ denotes a row extraction operator which extracts the $i^{\text {th }}$ row from a matrix and $\|\square\|_{1}$ is the $\ell_{1}$ norm of a vector. The right-hand side of eq. (5.22) needs the same number of floating point operations (FLOPS), but less storage than the left-hand side, as the result is obtained by a sparse row extraction and a sparse vector-sparse matrix product. The memory for storage of the product is released after computing the sum of the absolute values in eq. (5.13).

In the following, a small example is introduced to compare the performance of the rowwise, column-wise and symmetric Gershgorin's estimates for reciprocal mass matrices.

## Verification example: Row-wise, column-wise and symmetric nodal estimate

A 1-D linear truss with regular mesh with element length 2.5 and with irregular mesh with element lengths 5.0, 2.5, 1.25 and 1.25 are considered. Geometric and material properties are shown in Figure 5.1.


Figure 5.1: Problem setup for the example of the 1-D linear truss with regular and irregular mesh.

The reciprocal mass matrix as described in Chapter 3 with scaling parameter $C_{21}=0.99$ is used.

The nodal time step estimates proposed in this section are compared to a reference value obtained with the global forward iteration method (with 10 to 12 iterations). The results are listed in Table 5.2. From the table it can be seen that all proposed nodal time step

Table 5.2: Comparison of different nodal time step estimates for the variationally scaled reciprocal mass matrix (VSRMS) for regular and irregular meshes.

|  | $\Delta t_{\text {crit }}^{\text {glob. it. }}$ <br> (reference) $)$ | $\Delta t_{\text {crit }}^{\text {row-wise }}$ | $\Delta t_{\text {crit }}^{\text {tol-wise }}$ | $\Delta t_{\text {crit }}^{\text {symm }}$ |
| :--- | :--- | :--- | :--- | :--- |
| regular mesh | $4.93 \mathrm{e}-3$ | $4.79 \mathrm{e}-3$ | $3.98 \mathrm{e}-3$ | $4.52 \mathrm{e}-3$ |
| irregular mesh | $2.95 \mathrm{e}-3$ | $2.39 \mathrm{e}-3$ | $2.27 \mathrm{e}-3$ | $2.68 \mathrm{e}-3$ |

estimates provide conservative estimates of the critical time step, since the nodal time steps are always smaller than the reference one. For the irregular discretization, the estimates provide slightly more conservative results than for the regular mesh, i.e. the difference between the nodal estimate and the reference is larger. For the regular mesh the row-wise Gershgorin estimate provides the closest result to the reference solution (i.e. allows the largest time step), for the distorted mesh the symmetric Gershgorin's estimate with Cholesky decomposition provides the closest result to the reference solution. The latter observation is only true for this specific example. The study of different examples turned out that there is no clear winner between the row-wise, column-wise and symmetric Gershgorin's estimate in terms of which one is more conservative.

### 5.2.2 Time step estimates for problems with penalty contact

Next, the estimate is extended for contact problems, where the contact constraint is introduced by the penalty method. An active penalty contact introduces additional stiffness at the associated degrees of freedom and this stiffness has an influence on the nodal time step. If the influence of the penalty stiffness is not taken into consideration, the critical time step may be overestimated and thus the explicit analysis may turn unstable. Therefore, a regular update of the time step during the explicit simulation of a contact problem is important. Herein, the derivation is restricted to a node-tosegment frictionless contact formulation. Due to contact, an additional force occurs in the system of equations, i.e. eq. (2.95) changes to

$$
\begin{equation*}
\ddot{\mathbf{U}}=\mathbf{C}^{\circ}\left(\mathbf{F}^{\mathrm{ext}}-\mathbf{F}^{\mathrm{int}}+\mathbf{F}^{\mathrm{cont}}\right) \tag{5.15}
\end{equation*}
$$

where the contact force $\mathbf{F}^{\text {cont }}$ is obtained by gathering over the number of active constraints $n_{c}$ with

$$
\begin{equation*}
\mathbf{F}^{\mathrm{cont}}=\sum_{j=1}^{n_{c}} \varepsilon_{j} \mathbf{G}_{j} g_{\mathrm{N} j} \tag{5.16}
\end{equation*}
$$

with $\varepsilon_{j}$ being the penalty stiffness of contact pair $j$. The penalty stiffness is herein chosen according to the LS-DYNA Theory Manual (Hallquist 2006) to

$$
\begin{equation*}
\varepsilon_{j}=\frac{f_{s i} K_{j} A_{j}^{2}}{V_{j}} \tag{5.17}
\end{equation*}
$$

where $f_{s i}$ is a scale factor for the interface stiffness. The default value is $f_{s i}=0.1$, larger values up to 10 can be chosen for hard contact. $K_{j}, A_{j}$ and $V_{j}$ are the bulk modulus, the face area and the volume of the element in contact. The contact constraint is only satisfied approximately in the penalty method and the gap $g_{\mathrm{N} j}$ (or penetration in case of active penalty contact) at constraint $j$ can be written in the form

$$
\begin{equation*}
g_{\mathrm{N} j}=\mathbf{G}_{j}^{\mathrm{T}} \mathbf{U}+g_{\mathrm{N} 0 j}, \tag{5.18}
\end{equation*}
$$

where $g_{\mathrm{N} 0 j}$ is the initial gap and $\mathbf{G}_{j}$ is the constraint matrix for normal contact with

$$
\begin{equation*}
\mathbf{G}_{j}^{\mathrm{T}}=\frac{\partial g_{\mathrm{N} j}}{\partial \mathbf{U}} . \tag{5.19}
\end{equation*}
$$

The penalty stiffness $\mathbf{K}^{p}$ is, as well as the global stiffness matrix, not needed for the explicit solution. However, since active penalty contact decreases the critical time step, the penalty stiffness $\mathbf{K}^{p}$ is to be added to the global stiffness matrix in the estimate of the critical time step. For the active constraints the penalty stiffness is

$$
\begin{equation*}
\mathbf{K}^{\mathrm{p}}=\sum_{j=1}^{n_{c}} \mathbf{K}_{j}^{\mathrm{p}}=\sum_{j=1}^{n_{c}} \varepsilon_{j} \mathbf{G}_{j} \mathbf{G}_{j}^{\mathrm{T}} . \tag{5.20}
\end{equation*}
$$

For problems including penalty contact, the novel row-wise time step estimate is thus

$$
\begin{equation*}
\Delta t_{\text {crit }}^{\text {row-wise, pen }}=\min _{i} \sqrt{\frac{4}{\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)\right)_{i j}\right|}}, \tag{5.21}
\end{equation*}
$$

where the penalty stiffness matrix is simply added to the global stiffness matrix. Again, the denominator of eq. (5.21) can be rewritten with

$$
\begin{equation*}
\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)\right)_{i j}\right|=\left\|\mathbf{C}_{i,:}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)\right\|_{1} \tag{5.22}
\end{equation*}
$$

since only the row-sum of the product $\mathbf{C}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)$ for each row $i$ is needed. Similarly as for the row-wise time step estimate, the column-wise and symmetric ones can be extended to penalty contact. This results in

$$
\begin{align*}
& \Delta t_{\text {crit }}^{\text {column-wise, pen }}=\min _{i} \sqrt{\frac{4}{\sum_{j=1}^{n}\left|\left(\mathbf{C}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)\right)_{j i}\right|}},  \tag{5.23}\\
& \Delta t_{\text {crit }}^{\text {symm, pen }}=\min _{i} \sqrt{\frac{4}{\sum_{j=1}^{n}\left|\left(\mathcal{L}^{\mathrm{T}}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right) \mathcal{L}\right)_{i j}\right|}}
\end{align*}
$$

In Figure 5.2 the required data for a row-wise and a column-wise estimate are schematically compared for a 2-D-penalty contact problem. Node $i$ is in contact with the facing element. By the blue box in the left picture, all degrees of freedom with non-zero entries in row $i$ of the reciprocal mass matrix are marked. If the vector $\mathbf{C}_{i,:}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)$ is computed, all degrees of freedom marked by the green box have non-zero entries. Similarly, in the right figure, all non-zero entries of the $i^{\text {th }}$ row of the stiffness matrix (consisting of the elastic and the penalty stiffness matrix) are marked by the blue box. If the vector $\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)_{i,:} \mathbf{C}^{\circ}$ is computed, all degrees of freedom with non-zero entries are again marked by the green box. From the picture, it can be seen that the row-wise estimate (left) requires less nodal information than the column-wise estimate (right). The row-wise estimate is thus pursued in the following.


Figure 5.2: Visualization of the data required for row-wise (left) and column-wise (right) estimates for penalty contact.

In the following, the extension of the estimate to penalty contact is evaluated by a small numerical example.

Table 5.3: Results for different nodal time steps for different penalty stiffnesses $\varepsilon_{i}$ for a 1-D linear truss in contact with a rigid wall with the reciprocal mass matrix (VSRMS, $C_{21}=0.99$ ).

|  | $\begin{aligned} & \varepsilon_{i}=4.0 \mathrm{e} 7 \\ & \left(f_{s i}=0.1\right) \end{aligned}$ |  | $\begin{aligned} & \varepsilon_{i}=8.0 \mathrm{e} 8 \\ & \left(f_{s i}=2.0\right) \end{aligned}$ |  | $\begin{gathered} \varepsilon_{i}=4.0 \mathrm{e} 9 \\ \left(f_{s i}=10.0\right) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio |
| reference | $4.86 \mathrm{e}-3$ | 1.00 | $3.08 \mathrm{e}-3$ | 1.00 | $1.52 \mathrm{e}-3$ | 1.00 |
| (global estimate) |  |  |  |  |  |  |
| row-wise Gershgorin, | $4.58 \mathrm{e}-3$ | 0.94 | $2.82 \mathrm{e}-3$ | 0.92 | $1.48 \mathrm{e}-3$ | 0.98 |
| eq. (5.21) <br> column-wise Gershgorin, eq. (5.23) | $3.98 \mathrm{e}-3$ | 0.82 | $2.57 \mathrm{e}-3$ | 0.84 | $1.25 \mathrm{e}-3$ | 0.83 |
| $\begin{aligned} & \text { symmetric Gershgorin, } \\ & \text { eq. }(5.24) \end{aligned}$ | $4.52 \mathrm{e}-3$ | 0.93 | $2.71 \mathrm{e}-3$ | 0.88 | $1.39 \mathrm{e}-3$ | 0.91 |

## Verification example: Nodal estimate with penalty contact

The regularly meshed truss from the example of the previous chapter is again considered. This time it is in contact with a rigid wall, see Figure 5.3. The contact condition is taken into consideration by the penalty method. The variationally constructed reciprocal mass matrix (VSRMS, $C_{21}=0.99$ ) is again used. In Table 5.3 the results are listed for the


$$
\begin{aligned}
E & =10^{9} \\
A & =1 \\
\rho & =1000 \\
l & =10
\end{aligned}
$$

Figure 5.3: Problem setup for the example of the 1-D linear truss in contact with a rigid wall.
three different nodal time step estimates (and the global estimate for reference) and different penalty stiffnesses $\varepsilon_{i}$. Independent of the chosen penalty stiffness, all proposed time step estimates provide conservative results as expected. This can be seen from the fact that the ratio between the obtained time step and the reference time step is always smaller than 1 . The nodal time step is 2 to $17 \%$ too conservative. The ratio between the estimated and the reference time step in dependence of the penalty scale factor for different nodal estimates is illustrated in Figure 5.4. For the this example, the row-wise Gershgorin estimate provides the result closest to the reference solution (i.e. allows the largest time step).


Figure 5.4: 1-D linear truss in contact with a rigid wall, ratio between estimated and reference time step in dependence of the penalty scale factor for different nodal estimates with the reciprocal mass matrix (VSRMS, $\left.C_{21}=0.99\right)$.

The rearrangements discussed in the following are performed on the row-wise estimate.

### 5.2.3 Rearrangements for improved efficiency

The rearrangements presented in the following aim for an improved efficiency and are based on certain assumptions: In the case of contact, where the active contact set varies in time, the critical time step is mainly influenced by the changing penalty stiffness of the changing active contact set. Especially in case a geometrically linear problem is considered and non-linearities are only due to contact, the reciprocal mass matrix $\mathbf{C}^{\circ}$ and the stiffness matrix $\mathbf{K}$ are constant throughout the analysis and we can benefit from the triangle inequality (or sub-additivity). The triangle inequality states that the norm of a sum of vectors is bound by the sum of the norm of the vectors. This leads to

$$
\begin{equation*}
\left\|\mathbf{C}_{i,:}^{\circ}\left(\mathbf{K}+\mathbf{K}^{\mathrm{p}}\right)\right\|_{1} \leq\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}\right\|_{1}+\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}^{\mathrm{p}}\right\|_{1}, \tag{5.25}
\end{equation*}
$$

leading to a time step estimate with

$$
\begin{equation*}
\Delta t_{\text {crit }}^{\mathrm{rw} .+ \text { trngl., pen }}=\min _{i} \sqrt{\frac{4}{\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}\right\|_{1}+\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}^{\mathrm{p}}\right\|_{1}}} . \tag{5.26}
\end{equation*}
$$

Then, the first summand in the denominator has to be computed only once. The second summand has to be updated with varying active contact set during simulation. It is
limited by an upper bound with

$$
\begin{equation*}
\left\|\mathbf{C}_{i,:}^{\circ}\left(\mathbf{K}^{\mathrm{p}}\right)\right\|_{1}=\left\|\sum_{j=1}^{n_{c}} \mathbf{C}_{i,:}^{\circ} \mathbf{K}_{j}^{\mathrm{p}}\right\|_{1} \leq \sum_{j=1}^{n_{c}}\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}_{j}^{\mathrm{p}}\right\|_{1} . \tag{5.27}
\end{equation*}
$$

In the first part of the equation, the penalty stiffness is obtained from the sum of the penalty stiffnesses of all active contact pairs. In the second part of the equation, the triangle inequality is again applied. As a next step, the right-hand side of eq. (5.27) can be expressed by

$$
\begin{equation*}
\sum_{j=1}^{n_{c}}\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}_{j}^{\mathrm{p}}\right\|_{1}=\sum_{\substack{j=1 \\ \forall j \in\left(\mathcal{F}\left(\mathbf{G}_{j}\right) \cap \mathcal{F}\left(\mathbf{C}_{i, \cdot}^{\circ}\right)\right)}}^{n_{c}}\left\|\mathbf{K}_{j}^{\mathrm{p}} \mathbf{C}_{:, i}^{\circ}\right\|_{1} . \tag{5.28}
\end{equation*}
$$

Therein, $\mathcal{F}$ denotes an operator returning indices of non-zero entries of a sparse vector. Thus, the penalty stiffnesses that do not contribute to the result are excluded. As a second modification, the factors in the norm are transposed in eq. (5.28). This is permitted since the penalty stiffness matrix and the reciprocal mass matrix are symmetric. Then, the L1 norm of a column vector instead of a row vector is computed which provides the same result. This modification allows further simplifications in the following. Next, the right-hand side of eq. (5.28) is again bounded by

$$
\begin{equation*}
\sum_{\substack{j=1 \\ \forall j \in\left(\mathcal{F}\left(\mathbf{G}_{j}\right) \cap \mathcal{F}\left(\mathbf{C}_{i, i}^{\circ}\right)\right)}}^{n_{c}}\left\|\mathbf{K}_{j}^{\mathrm{p}} \mathbf{C}_{:, i}^{\circ}\right\|_{1} \leq \sum_{\substack{j=1 \\ \forall j \in\left(\mathcal{F}\left(\mathbf{G}_{j}\right) \cap \mathcal{F}\left(\mathbf{C}_{i, y}^{\circ}\right)\right)}}^{n_{c}}\left\|\mathbf{K}_{j}^{\mathrm{p}}\right\|_{1}\left\|\mathbf{C}_{:, i}^{\circ}\right\|_{1} \tag{5.29}
\end{equation*}
$$

by means of the sub-multiplicativity property of vector norms. The sub-multiplicativity property states that the L1 norm of a matrix-vector product is bounded by the L1 norm of its factors. Last, the simplification

$$
\begin{equation*}
\sum_{\substack{j=1 \\ \forall j \in\left(\mathcal{F}\left(\mathbf{G}_{j}\right) \cap \mathcal{F}\left(\mathbf{C}_{i,,}^{\circ}\right)\right)}}^{n_{c}}\left\|\mathbf{K}_{j}^{\mathrm{p}}\right\|_{1}\left\|\mathbf{C}_{:, i}^{\circ}\right\|_{1} \leq k_{p, i}^{\text {scal }}\left\|\mathbf{C}_{:, i}^{\circ}\right\|_{1}, \tag{5.30}
\end{equation*}
$$

is introduced. The scalar value of the penalty stiffness at each degree of freedom $k_{p, i}^{\text {scal }}$ is assembled from the subset of active constraints by

$$
k_{p, i}^{\text {scal }}=\sum_{\substack{j=1  \tag{5.31}\\ \forall j \in \mathcal{F}\left(\mathbf{G}_{j}\right) \cap \mathcal{F}\left(\mathbf{C}_{;, i}^{\circ}\right)}} \begin{cases}\varepsilon_{j} & \text { if single-body contact at d.o.f. } j \\ 2 \varepsilon_{j} & \text { if multi-body contact at d.o.f. } j \\ 0 & \text { if no contact at node } j\end{cases}
$$

where $\varepsilon_{j}$ is the penalty stiffness factor defined above. For the special case of rigid wall contact with a strictly diagonal inverse mass, the usage of eq. (5.30) does not introduce
any additional approximation error, i.e. the equality holds exactly. Eq. (5.30) allows to split between the penalty stiffness and the norm of the $i^{\text {th }}$ column $\mathbf{C}_{:, i}^{\circ}$. The latter is usually constant throughout the simulation and it must therefore also be computed only once. In the final result

$$
\begin{equation*}
\Delta t_{\text {crit }}^{\text {rw.ttrngl.+pen., pen }}=\min _{i} \sqrt{\frac{4}{\left\|\mathbf{C}_{i,:}^{\circ} \mathbf{K}\right\|_{1}+k_{p, i}^{\text {scal }}\left\|\mathbf{C}_{:, i}^{\circ}\right\|_{1}}}, \tag{5.32}
\end{equation*}
$$

only the changing penalty stiffness needs to be updated under the assumptions made. As in the whole rearrangement only upper bounds are used, the proposed time step estimate is guaranteed to be conservative.

## Verification example: Rearrangements for the nodal estimate

To evaluate the approximation error introduced with different assumptions, the example from the previous section (see Figure 5.3) is again considered in the following. The original row-wise estimate from eq. (5.21) is compared with the rearranged ones proposed in eq. (5.26) and (5.32). The simplification from eq. (5.27) only makes a difference for several active contact pairs and does not need to be considered here. Similarly, the simplification from eq. (5.29) is not relevant for this example, since the penalty stiffness matrix is diagonal with only a single non-zero entry. Therefore, these two assumptions are not considered in the comparison. In Table 5.4 the results are listed for different penalty stiffnesses. Activation of the triangle inequality has no influence on the time step for 1-D problems. The assumption on the penalty stiffness from eq. (5.31) makes the result up to $16 \%$ more conservative. The ratio between the estimated time step and the reference time step (obtained by a global iterative estimate) for different penalty scale factors is illustrated in Figure 5.5 for the different assumptions. All nodal estimates provide a time step which is at least $80 \%$ of the reference time step.

In order to evaluate the savings in computational costs with respect to a global estimate and achieved by the rearrangements introduced in this section, a simple comparison of floating-point operation (FLOP) count can be performed. Of course, this FLOP count is not an accurate predictor for computation time on modern computers, but nevertheless allows a rough estimate of complexity and thus serves as a qualitative indicator for different approaches. Such a simple FLOP count is proposed in Schaeuble et al. (2018). Alternatively, the computation time can be measured, requiring an efficient (or at least similarly efficient) implementation of all estimates.

Table 5.4: Results for different assumptions on the row-wise Gershgorin time step estimate for different penalty stiffnesses $\varepsilon_{i}$ for a 1-D linear truss in contact with a rigid wall with the reciprocal mass matrix (VSRMS, $C_{21}=0.99$ ).

|  | $\varepsilon_{i}=4.0 \mathrm{e} 7$ |  | $\varepsilon_{i}=8.0 \mathrm{e} 8$ |  | $\varepsilon_{i}=4.0 \mathrm{e} 9$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\left(f_{s i}=0.1\right)$ |  | $\left(f_{s i}=2.0\right)$ |  | $\left(f_{s i}=10.0\right)$ |  |
|  | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio |
| reference (global estimate) | $4.86 \mathrm{e}-3$ | 1.00 | $3.08 \mathrm{e}-3$ | 1.00 | $1.52 \mathrm{e}-3$ | 1.00 |
| row-wise Gershgorin <br> (eq. (5.21)) | $4.58 \mathrm{e}-3$ | 0.94 | $2.82 \mathrm{e}-3$ | 0.92 | $1.48 \mathrm{e}-3$ | 0.98 |
| row-wise Gershgorin <br> + <br> + triangle inequality <br> (eq. (5.26)) | $4.58 \mathrm{e}-3$ | 0.94 | $2.82 \mathrm{e}-3$ | 0.92 | $1.48 \mathrm{e}-3$ | 0.98 |
| row-wise Gershgorin <br> + | $4.49 \mathrm{e}-3$ | 0.92 | $2.46 \mathrm{e}-3$ | 0.80 | $1.24 \mathrm{e}-3$ | 0.82 |
| triangle inequality <br> penalty assumption <br> (eq. $(5.32))$ |  |  |  |  |  |  |



Figure 5.5: 1-D linear truss in contact with a rigid wall, ratio between estimated and reference time step in dependence of the penalty scale factor for different assumptions on the row-wise estimate with the reciprocal mass matrix $\left(\right.$ VSRMS, $\left.C_{21}=0.99\right)$.

### 5.3 A brief summary of Chapter 5

In the following, the advancements presented in Chapter 5 are shortly reviewed. At the beginning of this chapter, the question whether a global, elemental or nodal estimate should be developed was studied. While a global estimate was excluded from the be-
ginning due to its large computational effort, the usability of an elemental estimate was refused since elemental estimates may provide non-conservative results for reciprocal mass matrices. Therefore, a novel nodal estimate was proposed. The proposed time step estimate is based on Gershgorin's theorem and works independently of the element type used in the finite element discretization. Furthermore, it is applicable to different reciprocal mass matrices proposed in literature, like the variationally constructed reciprocal mass matrices from Chapter 3 and the reciprocal mass matrices based on micro inertia assumptions by Lombardo and Askes (2013) (as shown in Schaeuble et al. (2018)). Due to the unsymmetry of the matrix $\mathbf{C}^{\circ} \mathbf{K}$ in the EVP of reciprocal mass matrices, several estimates based on Gershgorin's estimate are possible, namely a row-wise (eq. (5.13)), a column-wise (eq. (5.10)) and a symmetric one (eq. (5.12)) were proposed. All provide conservative results for regular and irregular meshes. Subsequently, the estimates were extended for penalty contact. Finally, several rearrangements were proposed to improve the efficiency. The rearrangements are based on the idea that in case of an analysis where the non-linearity mainly results from the contact, main parts of the computation can be performed only once whereas the penalty stiffness resulting from a changing active contact set is regularly updated.

## 6

## Numerical examples

In the following, the developments presented in Chapters 3 to 5 are supported by numerical examples. Both linear and nonlinear transient problems, modal analyses and an example for feasible time step estimates are considered. These examples cover Lagrange and NURBS-based finite elements with different instances of the proposed variationally consistent inertia templates.

In Example 6.1 a transient analysis of a 3-D-cantilever beam is performed. The example serves as introductory example and focuses on the comparison of speed-up and accuracy for different load cases, finite element discretizations, inertia matrices and choice of ansatz spaces.

Example 6.2 and 6.3 demonstrate the customization power of the proposed multiparametric inertia template by means of an eigenvalue analysis and a transient analysis of a 2-D tapered structure discretized with quadratic NURBS finite elements.

Example 6.4 shows the improved behaviour of the formulation for non-constant material properties in comparison to the original formulation. The improvement is obtained by a modified construction of the biorthogonal ansatz spaces as proposed in Chapter 3.2. The tapered structure from Example 6.2 is again considered in form of a two-material model. First, the lowest eigenfrequencies are compared and evaluated for the original and novel formulation. Second, the convergence behaviour of both formulations is studied.

The development of the time step estimate for reciprocal mass matrices in Chapter 5 was accompanied by small verification examples in 1-D. In Example 6.5 the applicability of the proposed time step estimate is tested in 2-D for a highly irregular mesh with penalty contact.

The final Example 6.6 investigates the applicability of the proposed methods to problems including geometric and material nonlinearities.

### 6.1 Linear transient analysis of a 3-D cantilever beam

A 3-D cantilever beam discretized with 10-node tetrahedral elements is considered in a linear transient analysis. The results of the analysis are partly published in Schäuble et al. (2014). Geometry and material properties are given in Figure 6.1. A structured mesh is obtained by meshing first with $50 \times 3 \times 1$ hexahedral elements and splitting then each hexahedron into six tetrahedral finite elements. Four Gauss points are used for the internal force computation and 15 Gauss points are used for the inertia matrices. Two different load cases, namely a bending and a longitudinal load are considered.


$$
\begin{aligned}
E & =2.1 \cdot 10^{11} \mathrm{~N} / \mathrm{m}^{2} \\
\rho & =7850 \mathrm{~kg} / \mathrm{m}^{3} \\
\nu & =0.0 \\
t_{\text {end }} & =20 \mathrm{~ms}
\end{aligned}
$$

Figure 6.1: Setup of the 3-D-cantilever beam problem, bending load case.

First, the bending load case is analyzed. The initial velocity and the initial displacement are $\mathbf{u}_{0}=\mathbf{v}_{0}=\mathbf{0}$. An abrupt force of 2 N is applied at the tip of the clamped cantilever beam at time $t=0$, as illustrated in Figure 6.1. Without taking damping into consideration, the beam is expected to oscillate around its equilibrium state without attenuation. An end time of $t_{\text {end }}=20 \mathrm{~ms}$ is selected to study the displacement over exactly five periods in order to observe possible period elongations due to different inertia matrices. The history of the tip displacement for the lumped mass matrix (HRZ-lumping) and different versions of the variationally scaled mass matrix are illustrated in Figure 6.2. The different versions of the variationally scaled mass matrix are obtained by the use of different scaling factors associated with different velocity ansatz function spaces. The scaling factors $C_{31}, C_{32}$ and $C_{33}$ are associated with constant ( $\Psi_{1}^{3 \mathrm{D}}$, eq. (3.31)), coupled linear ( $\Psi_{2}^{3 \mathrm{D}}$, eq. (4.1)) and decoupled linear ( $\Psi_{3}^{3 \mathrm{D}}$, eq. (4.3)) velocity ansatz spaces, respectively. For the bending load case, an extreme speed-up of factor 22, i.e. a 22 times larger time step size than with the lumped mass matrix, is possible with the variationally scaled mass matrix without deteriorating the accuracy. While for linear finite elements the constant velocity ansatz ( $\Psi_{1}^{3 \mathrm{D}}$, eq. (3.31)) provides already very accurate results, as shown in Tkachuk (2013), this choice leads to a significant phase error for quadratic finite elements. Therefore, linear ansatz functions ( $\Psi_{2}^{3 D}$, eq. (4.1)) are required. More elaborate ansatz spaces ( $\Psi_{3}^{3 \mathrm{D}}$, eq. (4.3)) provide the same accuracy but require significantly more time steps and are therefore not recommended.


Figure 6.2: Tip displacement history for different variationally scaled mass matrices (VSMS) for the bending load case.

In Figure 6.3 the results are compared with the algebraic selectively scaled mass matrix. The comparison shows that the variationally scaled mass with linear velocity ansatz functions provides a more accurate result for the same number of time steps. The algebraically scaled mass matrix provides similarly accurate results as the variationally scaled mass matrix with constant velocity ansatz space.

Next, the reciprocal mass matrix is used. Due to the Dirichlet boundary conditions necessary modifications of the dual ansatz functions are required as described in Section 3.7.1. With the reciprocal mass matrix, the speed-up is limited to factor 2.7 due to stability issues ( $\sum_{\alpha} C_{2 \alpha}<1$ ). Even with constant velocity ansatz functions a very accurate result is obtained for the reciprocal mass matrix as it can be seen from Figure 6.4.

Second, an axial load is applied as illustrated in Figure 6.5. The load is abruptly applied at $t=0$. For such a load the axial displacement history at the tip shows a zig-zag shape. The maximum axial displacement can be predicted with $2 F l / E A=0.645 \cdot 10^{-6} \mathrm{~m}$ and the period is $T=2 l / \sqrt{E / \rho}=0.077 \mathrm{~ms}$. The end time is chosen with $t_{\mathrm{end}}=0.5 \mathrm{~ms}$, which contains approximately 6.5 periods. Again, a significant reduction of the number of time steps is possible. For the extreme speed-up of factor 22, less accurate results than for the longitudinal load case are obtained, as it can be seen from Figure 6.6. The reason is that the bending load case activates eigenmode 2, whereas the longitudinal load case excites mainly mode 13 . Therefore, with very large speed-up, the second


Figure 6.3: Tip displacement history for the variationally scaled mass matrix (VSMS) in comparison with the algebraically scaled mass matrix (ASMS) for the bending load case.


Figure 6.4: Tip displacement history for the variationally scaled reciprocal mass matrix (VSRMS) for the bending load case.
eigenmode is still exactly represented, whereas mode 13 shows already a deviation from the solution obtained with the lumped mass matrix. For the reciprocal mass matrix,


Figure 6.5: Setup of the 3D-cantilever beam problem, longitudinal load case.


Figure 6.6: Tip displacement history for the variationally scaled mass matrix (VSMS) in comparison with the algebraically scaled mass matrix (ASMS) for the longitudinal load case
where the speed-up is limited to factor 2.7 , the result is very accurate, as shown in Figure 6.7. The higher accuracy for the reciprocal mass matrix is mainly caused by less inertia scaling. Similar accuracy is obtained for the variationally scaled mass matrix for a similar speed-up.

An interesting observation is that with quadratic tetrahedral finite elements a speed-up in the time-step size of factor 2.7 with respect to the lumped mass matrix is obtained for reciprocal mass matrices, whereas for linear tetrahedral finite elements the speed-up is only 1.35 . Therefore, one can conclude that a larger speed-up is possible for quadratic than for linear finite elements. However, the time step is smaller for quadratic than for linear finite elements for the same number of degrees of freedom for the lumped


Figure 6.7: Tip displacement history for the variationally scaled reciprocal mass matrix (VSRMS) for the longitudinal load case.
mass matrix. In the following, a 1-D analogy is considered to study whether quadratic finite elements provide a larger possible time step size than linear finite elements in the context of reciprocal mass matrices.

Imagine a 1-D-rod is discretized either with linear or quadratic finite elements. For both discretizations the same number of degrees of freedom is used, therefore the same distance $h$ between neighboring nodes exists. For the lumped mass matrix, the critical time step for linear finite elements is $h / c$. For quadratic finite elements the critical time step is less, namely $0.81 \mathrm{~h} / \mathrm{c}$, cf. Belytschko et al. (2014). With the reciprocal mass matrix a speed-up with respect to the lumped mass matrix of 1.97 is obtained for linear finite elements, whereas for quadratic finite elements a speed-up of 3.16 with respect to lumped mass matrix is obtained. Therefore, although quadratic finite elements provide a smaller critical time step for the lumped mass matrix than linear finite elements, the critical time step is $60 \%$ larger for quadratic finite elements than for linear ones for the reciprocal mass matrix. This consideration is summarized in Table 6.1. However, since quadratic finite elements require more quadrature points for numerical integration, each time step is more expensive for quadratic than for linear finite elements in a nonlinear analysis.

Additionally, in some applications the numerical artifact of optical branches for higher order finite elements may pollute the solution. Then, NURBS or B-spline based finite

Table 6.1: Comparison of the critical time step for linear and quadratic 1-D discretizations with lumped and reciprocal mass matrix ( $C_{21}=0.99$ ). The distance between nodes is $h, c$ is the wave speed.

|  | linear elements | quadratic elements |
| :--- | :--- | :--- |
| $\Delta t_{\text {crit,LMM }}$ | $h / c$ | $0.81 \mathrm{~h} / \mathrm{c}$ |
| $\Delta t_{\text {crit,VSRMS, }} C_{21}=0.99$ | $1.97 \Delta t_{\text {crit }, \mathrm{LMM}}^{\text {lin }}=1.97 \mathrm{~h} / \mathrm{c}$ | $3.16 \Delta t_{\text {crit }, \mathrm{LMM}}^{\text {quad }}=2.57 \mathrm{~h} / \mathrm{c}$ |

elements, which show improved spectral properties, may be of interest as an alternative in this context.

### 6.2 Eigenfrequency analysis of a 2-D tapered structure

The second example serves to test to what extent the results of the analytical grid dispersion analysis of infinite regular meshes from Chapter 4 are transferable to numerical analyses of bounded structures. The eigenfrequency benchmark FV32 of NAFEMS (1990) is considered, but with a specific discretization. First, the tapered structure is meshed with a regular 1 x 1 quadratic B -spline mesh. Then, the center control point is displaced by 2 in $x$-direction and the weight is changed from 1 to 2 . Next, the mesh is refined by knot insertion to obtain $8 x 4$ quadratic elements in a single patch. In this way, a distorted NURBS mesh is obtained as shown in Figure 6.8. It has to be tested whether the results from the dispersion analysis are beneficial for this example and whether more accurate results than with a lumped or consistent mass matrix can be obtained for the reciprocal mass matrix by inertia customization. For a good performance in transient analyses, a satisfactory accuracy of the first $30 \%$ of the modes is desired. The eigenfrequencies are compared with a reference solution obtained as an overkill-solution from ANSYS (400x200 S2-elements, consistent mass). The first five eigenfrequencies can as well be obtained from NAFEMS (1990). Since the reference eigenfrequency of the first 35 modes is required herein, the reference solution is created with ANSYS.

Geometry dimensions, mesh and material properties of the model are provided in Figure 6.8. Boundary conditions $u_{x}=u_{y}=0$ are imposed on the left edge. Thus, 108 unconstrained degrees of freedom remain in the model. All element matrices are computed using $p+1$ quadrature points per direction. Row-sum lumping is used for the lumped mass matrix. The reciprocal mass matrix is computed with dual ansatz functions with necessary modifications due to Dirichlet boundary conditions as described in Section 3.7.1.


$$
\begin{aligned}
E & =200 \mathrm{GN} / \mathrm{m}^{2} \\
\nu & =0.3 \\
\rho & =8000 \mathrm{~kg} / \mathrm{m}^{3}
\end{aligned}
$$

thickness $d=0.05 \mathrm{~m}$
plane stress

Figure 6.8: Setup of the 2-D tapered structure (similar to NAFEMS FV32 benchmark). The mesh is created by quadratic NURBS.

In Figure 6.9 the ratio between the eigenfrequency $\omega^{\circ}$ for different mass or reciprocal mass matrices and the reference eigenfrequency $\omega_{\text {ref }}$ is plotted versus the mode number for the first 35 eigenfrequencies. While the consistent mass matrix provides a very accu-


Figure 6.9: Relation between scaled and reference eigenfrequency versus mode number.
rate result for the first five eigenfrequencies the ratio between the eigenfrequency of the consistent mass matrix and the reference solution increases with increasing mode number. For the lumped mass matrix, the eigenfrequencies are significantly underestimated. With the optimal choice of scaling factors for the reciprocal mass matrix, as predicted by the 2-D analytical grid dispersion analysis, the error in the first 35 eigenfrequencies is very small. However, with this optimal choice of free parameters with $C_{21}=9 / 16$,
$C_{24}=577 / 1600, C_{22}=C_{23}=0$ the maximum eigenfrequency is $65 \%$ larger than for the lumped mass matrix (but still smaller than for the consistent one).

In order to study whether the choice of scaling factors is really optimal with respect to accuracy, small perturbations of $\pm 0.02$ are introduced for the free parameters $C_{21}$ and $C_{24}$, respectively. As it can be seen from Figure 6.10, a small perturbation of the free parameter $C_{21}$ (left) and $C_{24}$ (right) leads to eigenfrequency ratios mainly above and below 1. Therefore, the results from the dispersion analysis can be evaluated as optimal.


Figure 6.10: Relation between scaled and reference eigenfrequency versus mode number for the reciprocal mass matrix (VSRMS) with small perturbations of the free parameters $C_{21}$ (left) and $C_{24}$ (right), respectively.

In case a large speed-up in combination with high accuracy is desired, the second free parameter can be increased, e.g. to $C_{21}=9 / 16, C_{24}=27 / 64, C_{22}=C_{23}=0$. The first parameter is kept with $C_{21}=9 / 16$ in order to maintain the same convergence order as for the consistent mass matrix. The first eigenfrequencies are then only a little more accurate than with the lumped mass matrix as it can be seen from Figure 6.9, but the maximum eigenfrequency is reduced to $75 \%$ of the eigenfrequency of the lumped mass matrix and therefore $25 \%$ less time steps are needed in a transient analysis.

A table with the exact numbers of the first six lowest eigenfrequencies for different variationally scaled mass and reciprocal mass matrices can be found in Schaeuble ET AL. (2017).

### 6.3 Linear transient analysis of a tapered structure under an abrupt load

After the results from the 2-D analytical dispersion analysis have been confirmed in an eigenfrequency analysis, the same model is used to perform a linear transient analysis. The considered time interval is 0.1 s , i.e. $\sim 4.5$ periods of the first frequency of the structure are considered. Zero initial displacements and velocities are assumed. An abrupt distributed load of $F=100 \mathrm{MN} / \mathrm{m}$ is applied in vertical direction at the upper edge. Damping is not considered. The reference solution is again computed as an overkill solution with ANSYS (400x200 S2-elements, consistent mass matrix, implicit time integration with $\Delta t=0.0001 \mathrm{~s}$ ). For all other computations, the time step is chosen with $0.9 \Delta t_{\text {crit }}$. Therefore, the consistent mass matrix requires 5312 steps, the lumped mass matrix 2072 steps and the reciprocal mass matrix 1560 steps. The reciprocal mass matrix thus allows a larger time step than the lumped mass matrix. This is reached with $C_{21}=9 / 16, C_{24}=27 / 64, C_{22}=C_{23}=0$ for good accuracy / speed-up.

Evolution of the tip displacement in $y$-direction at the upper right node is compared in Figure 6.11 for the reciprocal mass matrix and standard mass matrices. From the time


Figure 6.11: Displacement history at the upper right node for different mass matrices.
history of the tip displacement it can be seen that the lumped mass matrix shows some phase error, whereas the consistent mass matrix and the reciprocal mass matrix provide very accurate results. The reciprocal mass matrix requires $70 \%$ less time steps than the consistent mass matrix ( $25 \%$ less than the lumped mass matrix) and every time step is significantly cheaper than for the consistent mass matrix.

In Figure 6.12 the relative error of the tip displacement between the solution of different mass and inverse mass matrices and the reference solution is illustrated. For the lumped


Figure 6.12: Relative error in the displacement at the upper right node with respect to the reference solution for different mass and reciprocal mass matrices
mass matrix the error is the largest, whereas for the reciprocal mass matrix it is even smaller than for the consistent mass matrix. The reason, why the reciprocal mass matrix provides even more accurate results than the consistent mass matrix for the considered transient problem is that the first mode, which is the most relevant one for this load case, is (despite the large speed-up) more accurately represented with the reciprocal mass matrix than with the consistent mass matrix.

### 6.4 Eigenvalue analysis and convergence study of a two-material 2-D tapered structure

In the following, a 2-D two-material problem is considered to evaluate the introduced modifications in the formulation for non-constant density from Chapter 3. The problem setup of the eigenvalue analysis from Example 6.2 is modified. While the geometric parameters and the boundary conditions remain unaltered, the density and the discretization are changed. The density is chosen to be piecewise constant in x-direction,
namely $\rho_{1}=8000 \mathrm{~kg} / \mathrm{m}^{3}$ in the left half and $\rho_{2}=4 \rho_{1}=32000 \mathrm{~kg} / \mathrm{m}^{3}$ in the right half of the tapered structure, see Figure 6.13. Quadratic B-splines are used for the discretization.


$$
\begin{aligned}
E & =200 \mathrm{GN} / \mathrm{m}^{2} \\
\nu & =0.3 \\
\rho_{1} & =8000 \mathrm{~kg} / \mathrm{m}^{3} \\
\rho_{2} & =4 \rho_{1}
\end{aligned}
$$


thickness $d=0.05 \mathrm{~m}$
plane stress

Figure 6.13: Setup of the FV32 NAFEMS benchmark, modelled with two different material densities. The mesh is created by quadratic NURBS.

First, the frequencies of the first six eigenmodes are compared for a discretization of $8 \times 4$ elements with a converged reference solution from ANSYS. Both the original formulation from Tkachuk and Bischoff (2015) and the novel one proposed in Chapter 3 are considered. The results are listed in Table 6.2. While the first, second, third and sixth

Table 6.2: Comparison of the first eigenfrequencies (in s ${ }^{-1}$ ) for a two-material problem. The relative error is given in brackets.

|  | reference | original | novel |
| ---: | ---: | ---: | ---: | ---: |
| $f_{1}$ | 23.010 | $24.858(8.03 \%)$ | $22.975(0.13 \%)$ |
| $f_{2}$ | 78.138 | $87.090(11.46 \%)$ | $76.834(1.67 \%)$ |
| $f_{3}$ | 89.339 | $97.997(9.69 \%)$ | $89.373(0.04 \%)$ |
| $f_{4}$ | 169.502 | $176.304(4.01 \%)$ | $159.971(5.62 \%)$ |
| $f_{5}$ | 255.339 | $266.864(4.51 \%)$ | $237.660(6.92 \%)$ |
| $f_{6}$ | 258.891 | $287.767(11.15 \%)$ | $258.199(0.27 \%)$ |

frequency of the novel formulation show significantly smaller errors than the original formulation, the fourth and fifth frequency show a little larger deviations. In average, the relative error of the first six frequencies is $8.1 \%$ for the original formulation, whereas for the novel formulation the error is only $2.4 \%$.

Second, a convergence study is performed to confirm that the improved ansatz spaces for non-constant density provide better results than the original ones. The convergence
plot for the original and the novel formulation are given in Figure 6.14. The relative error of the first six eigenfrequencies versus the number of elements in $x$-direction is studied. The vertical line marks 8 elements in $x$-direction. This discretization is used for the comparison of the first eigenfrequencies in Table 6.2. For refinement the number of elements in $x$-direction is increased by knot insertion. In $y$-direction always half as much elements are used than in $x$-direction. While the frequencies converge with third order for the novel formulation, the frequencies converge very poorly for the original formulation. The reason why they still converge although the formulation is not consistent is that the defect is reduced with decreasing element size.


Figure 6.14: Convergence plot for a two-material problem for the original (left) and novel (right) formulation.

### 6.5 Time step estimation for a 2-D problem with penalty contact and highly distorted mesh

In this example, the time step estimates proposed in Chapter 5 are tested for the case of a highly distorted mesh in 2-D with contact. The example serves to test whether the proposed estimates work as well in 2-D as in 1-D and whether the obtained time step is still conservative for highly distorted discretizations and different penalty stiffnesses. Furthermore, the different proposed variants of the time step estimate are compared.

The problem setup is given in Figure 6.15. Fully integrated standard Q1 finite elements are used. At two nodes, penalty contact with a rigid obstacle is assumed. The reciprocal mass matrix with $C_{21}=0.99$ is used.


Figure 6.15: Setup for the example of a Q1 highly distorted mesh with penalty contact.

First, the critical time step is determined with different nodal estimates, namely

- the row-wise Gershgorin estimate (eq. (5.21))
- the column-wise Gershgorin estimate (eq. (5.23)) and
- the symmetric Gershgorin estimate with Cholesky decomposition (eq. (5.24)).

The nodal time step obtained with the row-wise Gershgorin estimate is exemplarily illustrated for different penalty scale factors $f_{s i}=10.0$ in Figure 6.16. The penalty scale factor $f_{s i}$ and the penalty stiffness $\varepsilon_{i}$ are related through $\varepsilon_{i}=4.04 \mathrm{e} 3 \cdot f_{s i}$. Note that although the Gershgorin estimate is called "nodal" in literature, the time step is determined at each degree of freedom. This means in 2-D that the Gershgorin estimate actually returns two values at each node which in general do not coincide. The conservative one, i.e. the smaller one is considered and illustrated in Figure 6.16. As expected, the critical time step of the structure is determined by the smallest element. The time step of this element is additionally reduced by the penalty contact.

In Table 6.3 the critical time step of the structure is listed for different Gershgorin estimates and different penalty stiffnesses. All estimates provide conservative results, even


Figure 6.16: Contour plot of the nodal time step for $f_{s i}=10.0$ for the row-wise Gershgorin estimate, interpolated from the nodal values for visualization.

Table 6.3: Results for different nodal time step estimates for a highly distorted Q1 mesh for various penalty stiffnesses $\varepsilon_{i}$ with the reciprocal mass matrix (VSRMS, $\left.C_{21}=0.99\right)$.

|  | $\varepsilon_{i}=4.04 \mathrm{e} 2$ <br> $\left(f_{s i}=0.1\right)$ |  | $\varepsilon_{i}=8.08 \mathrm{e} 3$ <br> $\left(f_{s i}=2.0\right)$ |  | $\varepsilon_{i}=4.04 \mathrm{e} 4$ <br> $\left(f_{s i}=10.0\right)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio |
| reference (global iterative) | $2.80 \mathrm{e}-7$ | 1.00 | $2.57 \mathrm{e}-7$ | 1.00 | $1.96 \mathrm{e}-7$ | 1.00 |
| row-wise Gersh., eq. (5.21) | $1.89 \mathrm{e}-7$ | 0.68 | $1.81 \mathrm{e}-7$ | 0.70 | $1.53 \mathrm{e}-7$ | 0.78 |
|  |  |  |  |  |  |  |
| column-wise Gersh., eq. (5.23) | $2.07 \mathrm{e}-7$ | 0.74 | $1.96 \mathrm{e}-7$ | 0.76 | $1.42 \mathrm{e}-7$ | 0.72 |
|  |  |  |  |  |  |  |
| symmetric Gersh., eq. (5.24) | $2.31 \mathrm{e}-7$ | 0.83 | $2.14 \mathrm{e}-7$ | 0.83 | $1.69 \mathrm{e}-7$ | 0.86 |

for this highly distorted mesh. The estimates are on the safe side by 14 to $32 \%$ compared to the reference solution obtained from an iterative global estimate. In this example, the symmetric estimate using Cholesky decomposition provides the least conservative result.

In Figure 6.17 the ratios between the estimated and the reference critical time step for reciprocal (left) and lumped mass matrices (right) are illustrated for different penalty scale factors. The nodal estimates for reciprocal mass matrices are shown to be not significantly more conservative than the nodal estimate for lumped mass matrices with penalty contact.

Next, the influence of different assumptions, namely


Figure 6.17: Ratio between estimated and reference time step in dependence of the penalty scale factor for different nodal estimates for the reciprocal mass matrix (VSRMS, left) and for the lumped mass matrix (LMM, right) for a highly distorted mesh.

- the sub-additivity to allow one-time stiffness computation (= triangle inequality, eq. (5.25) and (5.26))
- additionally, the sub-additivity to split between local penalty stiffnesses and the sub-multiplicativity to allow one-time inverse mass matrix computation (triangle inequality + penalty assumption, eq. (5.30) and (5.32))
introduced for the row-wise estimate to increase the efficiency in case of penalty contact is studied.

In Table 6.4, the result for the row-wise Gershgorin estimate is considered with the assumptions proposed in eq. (5.25) and (5.30). In 2-D, using the triangle inequality has a very small influence on the result for the reciprocal mass, whereas the assumption of a scalar penalty stiffness is more significant, especially for large penalty stiffness values. The assumptions have no influence on the time step for the lumped mass matrix, as it can be seen from Figure 6.18 (right).

Finally, in Figure 6.19, the critical time step for lumped and reciprocal mass matrices is plotted versus the penalty scale factor for various nodal estimates. From this graph, it can be seen that the time step obtained for the reciprocal mass (square symbol) is larger than the time steps obtained for the lumped mass (triangular symbol), independent of the chosen estimate. This guarantees that the increase of the time step by the scaled reciprocal mass matrix is not used up by the conservativeness of the estimate. For

Table 6.4: Results for different assumptions on the row-wise Gershgorin estimate for a highly distorted Q1 mesh for various penalty stiffnesses $\varepsilon_{i}$ with the reciprocal mass matrix (VSRMS, $C_{21}=0.99$ )

|  | $\begin{gathered} \varepsilon_{i}=4.04 \mathrm{e} 2 \\ \left(f_{s i}=0.1\right) \\ \hline \end{gathered}$ |  | $\begin{gathered} \varepsilon_{i}=8.08 \mathrm{e} 3 \\ \left(f_{s i}=2.0\right) \\ \hline \end{gathered}$ |  | $\begin{aligned} & \varepsilon_{i}=4.04 \mathrm{e} 4 \\ & \left(f_{s i}=10.0\right) \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio | $\Delta t_{\text {crit }}$ | ratio |
| reference (forward iteration) | $2.80 \mathrm{e}-7$ | 1.00 | $2.57 \mathrm{e}-7$ | 1.00 | $1.96 \mathrm{e}-7$ | 1.00 |
| row-wise Gersh., eq. (5.21) | $1.89 \mathrm{e}-7$ | 0.68 | $1.81 \mathrm{e}-7$ | 0.70 | $1.53 \mathrm{e}-7$ | 0.78 |
| row-wise Gersh. + triangle inequality, eq. (5.26) | $1.89 \mathrm{e}-7$ | 0.68 | $1.79 \mathrm{e}-7$ | 0.70 | $1.51 \mathrm{e}-7$ | 0.77 |
| row-wise Gersh. + triangle inequality + penalty assumption, eq. (5.32) | $1.88 \mathrm{e}-7$ | 0.67 | $1.72 \mathrm{e}-7$ | 0.67 | $1.32 \mathrm{e}-7$ | 0.67 |



Figure 6.18: Ratio between estimated and reference time step in dependence of the penalty scale factor for different assumptions on the row-wise estimate for the reciprocal mass matrix (VSRMS, left) and for the lumped mass matrix (LMM, right) for a highly distorted mesh.
the same choice of estimate, the result is not significantly more conservative for the reciprocal mass matrix than for the lumped mass matrix.


Figure 6.19: Critical time step in dependence of the penalty scale factor for different estimates for the reciprocal mass matrix and for the lumped mass matrix.

### 6.6 Transient analysis of a cantilever, taking material/geometric nonlinearities into account

In the foregoing examples, geometrically linear problems with linear elastic material behaviour were considered. Nonlinearities - if present - were only introduced through contact. The long-term goal is it to use variationally scaled mass and reciprocal mass matrices in highly nonlinear analyses as this is the typical application field of explicit dynamics. Therefore, a first outlook to nonlinear analyses is performed in the following, where a cantilever beam with elasto-plastic material behaviour under large rotations is considered.

The problem setup is illustrated in Figure 6.20. The beam is clamped on the left edge and modelled with 320 four-noded 1-point integrated Q1 elements with combined stiffness and viscous hourglass stabilization according to Belytschko and Bindeman (1991). This element formulation is locking free, very efficient and the standard formulation in commercial explicit codes. All results are obtained with the hourglass stabilization factors $\alpha_{s}=0.01, \zeta_{D}=0.001$. The implemented formulation is summarized in Appendix B. Throughout the analysis, the energy history is observed to guarantee that the hourglass energy is smaller than $5 \%$ of the total energy.


$$
\begin{aligned}
& E=1.14 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2} \\
& \rho=896.7 \mathrm{~kg} / \mathrm{m}^{3} \\
& \nu=0.4 \\
& \text { thickness } d=1.0 \mathrm{~m} \\
& \text { plane strain }
\end{aligned}
$$

J2-plasticity with combined kinematic and isotropic hardening

$$
\begin{aligned}
H_{\text {iso }}=H_{\text {kin }} & =0.1 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2} \\
\sigma_{y} & =0.025 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2} \\
\sigma_{\infty} & =0.05 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2} \\
\sigma_{\exp } & =0.025
\end{aligned}
$$

Figure 6.20: Setup of the nonlinear cantilever beam problem.

A finite strain plasticity model from the universal material library Muesli (Portillo et al. (2017)) is used with J2-plasticity with combined kinematic and isotropic hardening. The kinematic and isotropic hardening modulus are both set to $H_{\text {iso }}=H_{\text {kin }}=$ $0.1 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2}$. The hardening behaviour is nonlinear with a saturation hardening term for the isotropic hardening of exponential type of Voce as described in Simo and Hughes (2006), defined by the initial yield stress $\sigma_{y}$, the saturation yield stress $\sigma_{\infty}$ and the hardening exponent $\sigma_{\text {exp }}$.

The oscillation of the beam is induced by an initial velocity in $y$-direction applied at all nodes, which is a function of $x$ with $v_{0}=\frac{40 x^{2}}{1600} \mathrm{~m} / \mathrm{s}$. The simulation time is 5 ms . The initial velocity increases thus quadratically from 0 at the left edge to a maximum initial velocity of $40 \mathrm{~m} / \mathrm{s}$ at the right edge. The time history for different inertia matrices of the tip displacement of the upper left node is evaluated.

All computations are performed with $\Delta t=0.9 \Delta t_{\text {crit }}$. The critical time step is determined initially with an iterative estimate. Since the element geometry does not significantly change (the elements mainly rotate), the initially determined time step is kept constant throughout the analysis.

To evaluate the performance of different inertia matrices for this problem setup, the maximum possible time step size and the condition number of the sparse mass matrices is evaluated. The square root of the condition number is proportional to the required number of iterations in a preconditioned conjugate gradient method with Jacobi preconditioner to solve the linear system of equations, cf. Borrvall (2011).

In Table 6.5 an overview of the compared mass matrices, the used scaling factors and the maximum possible time step sizes, as well as the condition number of the sparse matrices, is given. For the lumped mass matrix and the reciprocal mass matrix, no

Table 6.5: Time step size and condition number for different inertia matrices.

|  | parameter choice | no. of steps | condition no. |
| :--- | :--- | ---: | ---: |
| LMM | - | 18453 | - |
| ASMS | $\beta=10$ | 5378 | 18.5 |
| ASMS | $\beta=100$ | 1904 | 167.0 |
| ASMS | $\beta=500$ | 875 | 790.6 |
| VSMS (const.) | $C_{31}=50$ | 5065 | 19.9 |
| VSMS (const.) | $C_{31}=500$ | 1719 | 188.9 |
| VSMS (const.) | $C_{31}=5000$ | 563 | 1652.1 |
| VSMS (lin.) | $C_{32}=50$ | 5208 | 30.7 |
| VSMS (lin.) | $C_{32}=500$ | 1767 | 221.7 |
| VSMS (lin.) | $C_{32}=1000$ | 1264 | 418.3 |
| VSMS (lin.) | $C_{32}=5000$ | 573 | 1942.8 |
| VSRMS | $C_{21}=0.99$ | 13051 | - |

condition number is provided since no linear system of equations needs to be solved. For the analysis with the lumped mass matrix (LMM) 18453 time steps are required. For the variationally scaled reciprocal mass matrix (VSRMS) a maximum speed-up is obtained with constant velocity ansatz functions with $C_{21}=0.99$. Then, 13501 time steps are required. Thus, the number of time steps is reduced by $27 \%$ with approximately equal cost per time step as for the lumped mass matrix. The result of the time history of the tip displacement looks identical for both inertia matrices, see Figure 6.22.

The energy plot is exemplarily presented for the reciprocal mass matrix in Figure 6.21. The total energy is constant since no external force is applied. Initially, all energy is in the kinetic energy due to the initial condition. Then the energy is transferred to the internal energy and the velocity is reduced. When all energy is transferred into deformation, the beam is at its position of rest and the deformation decreases again. The second and third peak of the kinetic energy are reduced due to the plastic deformation. The hourglass energy is at maximum around $10^{-4} \mathrm{~J}$ and is thus less than $0.1 \%$ of the total energy. For moderate speed-ups the energy plot looks identical for
all inertia matrices. For larger speed-ups, the variationally or algebraically scaled mass


Figure 6.21: Energy history for the variationally scaled reciprocal mass matrix (VSRMS).
matrices (VSMS or ASMS) need to be used. For these matrices, a linear system of equations has to be solved in every time step and therefore, each time step is more expensive than for the lumped mass matrix or the reciprocal mass matrix. In Figure 6.22 , the results of the time history for different scaled mass matrices are compared with the results for the lumped and reciprocal mass matrix for a moderate speed-up. With around 5000 time steps, the scaled mass matrices show the same results as the lumped mass matrix and the reciprocal mass matrix. The condition number of the algebraically scaled mass matrix and the variationally scaled mass matrix with constant velocity ansatz functions are similar. For the variationally scaled mass matrix with linear velocity ansatz functions, the condition number is slightly larger. Next, the methods are compared for higher speed-ups. With increasing speed-up, the condition number of the mass matrices increases. Therefore a saturation may occur, which means that even though the time step size is further increased, the computation time is not reduced due to higher cost per time step. It is not possible to evaluate the actual computation time in the current form of the implementation, therefore only the required number of time steps and the condition numbers are analyzed. Higher scaling factors for the algebraically scaled mass matrix (ASMS) lead to significant deviations in the result, as it can be seen from Figure 6.23.


Figure 6.22: Tip displacement history for different methods for a moderate speed-up.


Figure 6.23: Tip displacement history for the algebraically scaled mass matrix (ASMS) for moderate to large speed-ups.

With 5378 steps a very accurate result is obtained. With a larger time step size and thus only 1904 steps, a significant phase error is observed. This phase error increases with increasing scaling factor (and increasing time step size).

Similar (or even worse) results are obtained with the variationally scaled mass matrix with constant velocity ansatz space (VSMS (const.)). With 563 time steps, both the phase error and the deviation in the amplitude are significant.


Figure 6.24: Tip displacement history for the variationally scaled mass matrix with constant velocity ansatz functions (VSMS, const.) for moderate to large speedups.

Last, the variationally scaled mass matrix with linear velocity ansatz space is investigated. Only with the variationally scaled mass matrix with linear velocity ansatz functions very accurate results can be obtained, even when the scaling factor is increased to 6.25 to compute with only 573 time steps. However, the computation with linear velocity ansatz space becomes unstable for large rotations, if the mass matrix is not updated during simulation. While in geometrically linear analyses the initial element geometry is used in the ansatz function matrix from eq. (4.1) to (4.5) and the matrix is constant, it needs to be updated for large rotations. Whether an update is necessary or not does not only depend on the rotation angle of the element, but also on the inertia scaling factor. The required time interval for the update of the mass matrix is documented in Table 6.6. It is observed that for larger scaling factors the update needs to be performed more often. While the variationally scaled mass matrix with constant velocity ansatz functions performs similar to the algebraically scaled mass matrix, the variationally scaled mass matrix with linear velocity ansatz functions performs significantly better for large speed-ups. For moderate speed-ups, all methods perform equally well. The main disadvantage of the reciprocal mass matrix is the limited speed-up for stability reasons.


Figure 6.25: Tip displacement history for the variationally scaled mass matrix with linear velocity ansatz functions (VSMS, lin.) for moderate to large speed-ups.

Table 6.6: Required time interval for the mass update for the variationally scaled mass matrix with linear velocity ansatz space (VSMS,lin.).

|  | VSMS, $C_{21}=50$ | $C_{21}=500$ | $C_{21}=1000$ | $C_{21}=5000$ |
| :--- | ---: | ---: | ---: | ---: |
| time interval $\Delta t_{\text {update }}$ <br> for mass update in ms | 0.1 | 0.1 | 0.1 | 0.01 |

It is worth noting that although the tip displacement for the variationally scaled mass matrix with large scaling factors looks identical to the tip displacement with lumped mass matrix, the energy history looks quite different to the original one presented in Figure 6.21. The energy history for the variationally scaled mass matrix with linear velocity ansatz functions (VSMS, lin.) with 573 steps is illustrated in Figure 6.26. Although the total energy is preserved with some oscillations, the total energy is different than in the original setup. This may be explained by the complicated initial condition. Since only the translational inertia is preserved with the linear velocity ansatz functions a quadratic initial velocity distribution may result in different initial kinetic energies for different inertia matrices. For moderate scaling factors, the introduced kinetic energy is similar, but for large scaling factors the difference is about $24 \%$. However, this additional energy activates only very high modes leading to local oscillations, but does not influence the overall deformation of the beam. This artifact has to be further analyzed in future studies.


Figure 6.26: Energy history for the variationally scaled mass matrix (VSMS, lin.) with high speed-up (573 steps).

### 6.7 A brief summary of Chapter 6

In Chapter 6 various numerical examples were considered to support the findings from the previous chapters.

First, a linear transient analysis of a 3-D cantilever beam was considered as an introductory example. The speed-up and accuracy for different load cases, finite element discretizations, inertia matrices and different choice of ansatz spaces were compared. It is shown that for simple load cases very large speed-ups are possible with the variationally scaled mass matrix. For more complicated load cases where higher modes participate, very large speed-ups deteriorate the accuracy. Especially for higher order finite elements more accurate results can be obtained with the variationally scaled mass matrix than with algebraic approaches, but then higher order ansatz spaces for the velocity are required. The speed-up for the variationally scaled reciprocal mass matrix is limited by stability issues. Therefore, the sum of scaling factors needs to be chosen smaller than 1. For higher order finite elements larger speed-ups in the time step size are possible than for linear finite elements.

Second, an eigenfrequency analysis of a 2-D tapered structure was performed. Although a bounded structure, discretized with NURBS finite elements was considered, the determined scaling factors for optimal low-frequency accuracy from the 2-D grid dispersion analysis of an infinite quadratic B-Spline patch provided very good results. With the
optimal scaling factors higher accuracy than with the lumped mass matrix and higher accuracy than with the consistent mass matrix were obtained for the first $30 \%$ of the modes. The time step size is larger than for the consistent mass matrix (however, each time step is much cheaper), but smaller than for the lumped mass matrix. The accuracy in the lowest modes deteriorates rapidly with small changes on the optimal values of the scaling factors. This confirms the optimality of the result. With a parameter set for good accuracy and good speed-up a slightly higher accuracy in the lowest modes with a $25 \%$ larger time step size than for the lumped mass matrix is obtained.

Third, a linear transient analysis was performed with the tapered plate from the previous example. Although the free parameters were obtained from a grid dispersion analysis, which takes only the spatial and not the temporal discretization into account, very accurate results were obtained in the transient analysis. The relative error in the tip displacement is even smaller for the reciprocal mass matrix, with good accuracy and speed-up, than for the consistent mass matrix. The reason is that mainly the first mode is activated in this simple load case and for this mode the eigenfrequency is more precisely represented by the reciprocal mass matrix.

In the fourth example a two-material 2-D tapered structure was considered. Both an eigenvalue analysis and a convergence study were performed. While the original formulation leads to an average error in the first six eigenfrequencies of $8 \%$, the error for the novel formulation is only $2 \%$. In a convergence study it is shown that the first eigenfrequencies converge only very poorly with the original formulation. However, with the novel ansatz spaces, a convergence order of three is observed. Thus, the improved behaviour of the novel formulation for problems with non-constant density distribution is confirmed.

In the fifth example, the proposed time step estimates from Chapter 5 was tested for a 2-D highly distorted mesh with penalty contact. It is shown that the proposed estimate provides good results also in 2-D and for distorted meshes and that the obtained result is always conservative, independent of the penalty stiffness.

In the last example, a transient analysis of a cantilever beam was considered. Material and geometric nonlinearities were taken into account. With the reciprocal mass matrix a moderate speed-up of at most $27 \%$ is possible. For a moderate speed-up, all investigated inertia matrices show very accurate results. For larger speed-ups, the algebraically scaled mass matrix and the variationally scaled mass matrix with constant velocity ansatz functions show a significant phase error in the displacement history. Only with the variationally scaled mass matrix with linear velocity ansatz functions an accurate result is obtained for moderate to large speed-ups (up to factor 22). However, since the element geometry is taken into account in the linear ansatz function matrix, the mass matrix needs to be updated during the nonlinear analysis. The required time interval
for the update depends on the scaling factor. With larger scaling factors the update needs to be performed more often. Additionally, it is observed that for the complicated initial condition that is applied, the total energy in the system is significantly different for different inertia matrices for large speed-ups. The reason is that the matrices do not preserve inertia for the complicated prescribed initial velocity. However, the difference in the total energy has no influence on the overall deformation. It induces only small shock waves propagating in the structure which do not have an influence on the overall deformation.

## 7

## Summary and Future Work

In this work, variationally consistent inertia templates for speed-up and customization in explicit dynamics were presented. The following two sections summarize the findings of this work and indicate open issues for further research.

### 7.1 Summary

In Chapter 3 the focus was on the variational consistency of the formulation. It was shown that the original formulation presented in Tkachuk and Bischoff (2015) is only consistent for constant density throughout the domain. For non-constant density, a modification of the construction of the biorthogonal basis is necessary and was proposed herein. In contrast to the original construction scheme, the density is now taken into account in different steps of the construction of the biorthogonal basis (see eq. (3.48) to (3.50)). Only if the density is taken into account in all construction steps, the formulation is consistent for higher order density distributions and consequently passes the corresponding patch test. The investigated formulation and the proposed ansatz spaces for consistency are applicable and valid for a wide range of solid elements with translational degrees of freedom. The verification was performed for a patch of distorted serendipity finite elements with non-constant density distribution (Section 3.6.3). Additionally, the consideration of displacement boundary conditions by elimination and multi-point constraints was formulated in a general way for solid elements with reciprocal mass matrices. The improved behaviour of the formulation with the novel construction of the biorthogonal basis was confirmed in an eigenvalue analysis and a convergence study of a two-material 2-D tapered structure.

While Chapter 3 focused on the consistency of the formulation, Chapter 4 discussed a systematic enrichment of the ansatz space to tune the inertia template to user-specific
customization goals. The systematic enrichment is based on the introduction of a novel multi-parametric template, allowing to combine various possible velocity ansatz spaces with different customization parameters. By means of grid dispersion analyses the desired customization parameters of the formulation for optimal low frequency accuracy, high speed-up or other customization goals were determined. This systematic approach allows both the reconstruction of existing algebraic higher order mass matrices from literature in the context of a variational setup, as well as the development of novel accurate and efficient reciprocal mass matrices. The inertia customization was mainly performed on the example of 1-D and 2-D quadratic and cubic B-spline patches. Optimal parameters for higher order accurate variationally constructed mass and reciprocal mass matrices were determined. For quadratic B-splines sixth order accurate inertia matrices were constructed. For cubic B-splines $8^{\text {th }}$ order accurate matrices were obtained. The variationally scaled mass matrix is identical to the higher order mass proposed algebraically by Wang et al. (2013). The novel reciprocal mass matrix is a promising alternative to the row-sum lumped mass matrix, which is only second order accurate independent of the polynomial order. The performance of the inertia matrices obtained by customization and the optimality of the determined parameter sets was confirmed in an eigenvalue analysis and a transient analysis of a 2-D tapered structure, discretized with quadratic NURBS finite elements.

Novel time step estimates for reciprocal mass matrices were proposed in Chapter 5. First, the characteristics of reciprocal mass matrices were highlighted and it was shown that the maximum eigenfrequency of the global system is not conservatively bound by the maximum eigenfrequency of all elements as it is the case for consistent and lumped mass matrices and stated by the eigenvalue inequality of Fried (1972). Then, the nodal time step estimate of KULAK (1989) for lumped mass matrices, which is based on Gershgorin's theorem, was systematically extended for reciprocal mass matrices and penalty contact. Three different possible estimates were proposed, namely a row-wise, a column-wise and a symmetric Gershgorin estimate for reciprocal mass matrices. All three estimates provided conservative results for regular and distorted meshes, for problems with and without penalty contact. The performance of all three estimates regarding efficiency and conservativeness was observed to be similar, therefore there is no clear winner. However, the row-wise estimate showed small advantages in the amount of data to be stored for contact problems, therefore the possible rearrangements to improve efficiency were shown on the row-wise estimate. The rearrangements serve for problems where the nonlinearity results mainly from contact. Then, the reciprocal mass matrix and the stiffness matrix remain constant throughout the simulation and only the contact stiffness needs to be updated in case of a changing contact set. Exploitation of different upper bounds for matrix norms allows a reduction of the computational effort to obtain the critical time step. The novel time step estimate works independently of the element
type used in the finite element discretization and it is applicable to different reciprocal mass matrices.

### 7.2 Future Work

While for variationally selectively scaled mass matrices and algebraically scaled mass matrices from literature the critical time step can be increased arbitrarily (of course with decreasing accuracy), the increase of the time step for reciprocal mass matrices is limited for stability reasons. In order to shift this limit to higher values, a clustering of elements can be investigated in the future, so that the reciprocal mass matrices are not obtained by assembly from the element level but from the clustering level. In this way, the sparsity of the matrix is slightly deteriorated, but an increase of the speed-up is obtained. However, if a speed-up of factor 10 or more is desired, the scaled, non-diagonal mass matrices remain the only option.

In this work the possibilities of inertia customization were illustrated on the example of NURBS and B-spline finite elements. In order to obtain the optimal set of scaling factors for optimal low-frequency accuracy for different finite element types, each finite element type needs to be investigated in an analytical grid dispersion analysis of an infinite patch. Especially for 3-D finite elements, this procedure is cumbersome and analytical relations are not always possible to obtain. To what extend the obtained results are helpful for the analysis of more complicated geometries and load cases is as well questionable and needs to be further analyzed in the future. In this work only grid dispersion analyses were performed to tune the inertia templates for specific customization goals. Although customization was performed on a regular infinite grid, very accurate results were obtained for bounded and moderately distorted meshes with these parameter sets. However, a full dispersion analysis could be part of future research in order to find optimal inertia matrices with respect to space and time discretization.

The efficiency of the proposed time step estimate for reciprocal mass matrices can so far only be confirmed by a simple FLOP estimate. A comparison of the real computation time is desired, but requires an efficient (or at least similarly efficient) implementation of all estimates. Additionally, the conservativeness of the proposed nodal time step estimate was only compared with the conservativeness of a nodal estimate for the lumped mass matrix. Since mainly elemental estimates are used for the lumped mass matrix in practice, a nodal estimate for the reciprocal mass matrix and an elemental one for the lumped mass matrix should be compared. Furthermore, the evaluation of the physical speed-up in terms of computation time for the variationally scaled mass matrix is desired. For the reciprocal mass matrix one time step is computationally similarly expensive than
for the lumped mass matrix. Therefore, the ratio between the time step sizes is a direct indicator for the physical speed-up. For variationally scaled mass matrices the speed-up depends additionally on the overhead for the solution of a linear system of equations. Therefore, the condition number of the mass matrix, as well as the ratio of the time step sizes was provided herein in order to evaluate the speed-up. However, in order to determine the speed-up in terms of computation time the ratio between the element processing time and the time for the solution of a linear system of equations is required.

The proposed time step estimate for reciprocal mass matrices relies on the assembled stiffness matrix and may therefore not be attractive for a commercial implementation in its present form since the stiffness matrix is usually not required in an explicit analysis. However, the time step estimate requires actually only nodal information and can therefore as well be implemented on a local level. Moreover, using the initial stiffness matrix may be inadequate for problems involving large deformations. Then, a cheap and conservative approximation of the stiffness matrix at large deformations is required. Furthermore, the efficiency of the time step estimate may be increased by preselecting nodes that will drive the critical time step and computing the critical time step only at such nodes. These nodes are expected to belong to zones with a high penalty scale factor, fine mesh or stiff material.

In this work, the construction of the biorthogonal basis and the modification of the basis in case of Dirichlet boundary conditions for variationally scaled reciprocal mass matrices was discussed for various finite element types. However, the present work deals only with solid finite element formulations with translational degrees of freedom. An extension to shell finite element formulations is of high interest. Beside the extension to classical shell formulations, the transfer of selective mass scaling methods to hierarchical shell formulations of Oesterle et al. (2017) is nearby and promising. In the locking-free hierarchic shell formulation the shear and bending deformation are totally decoupled. Thus, the formulation is an appropriate starting point for selective mass scaling with the aim to reduce the eigenfrequency of the shear modes without deteriorating the accuracy of the bending modes. Initial results on this topic were recently presented by Koohi and Bischoff (2018) and are to be pursued in the future.

With the present work, the idea of variationally scaled mass and reciprocal mass matrices was further developed towards practical applicability. The achieved advancements are the extension to contact problems, the proposal of a time step estimate for reciprocal mass matrices and the improvement of the formulation for heterogeneous material and reciprocal mass matrices. In the future, a more intensive analysis for geometrically nonlinear problems is required. The last example of the present work provided already preliminary results, but further studies are to be performed. Furthermore, all considered examples were rather academic with simple geometries and simple load cases to evaluate
individual effects. In the future, more complicated problem setups are to be studied in order to evaluate the applicability of the approach to practical problems and in order to compare the performance with existing approaches. Only if the novel matrices provide larger speed-ups than existing mass scaling methods or significantly more accurate results for various practically relevant problem setups, they will make their way into commercial codes and practical applications.

As a last recommendation, the author suggests to indicate open issues for future research in this field not only from methodological possibilities, but from practical problems where existing approaches reach their limits. These experiences can then be used for the determination of research goals which are pursued on a sound scientific and theoretical level. Otherwise the approach remains a nice methodological scientific idea with unexploited potential in practical applications.
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## Appendix

## A Dispersion relation for standard mass matrices for an infinite, uniform 2-D B-spline discretization

The dispersion relation of an infinite, uniform, quadratic B-spline patch in 2-D is given in the following for the consistent mass matrix and the lumped mass matrix. The dispersion relation is given for the dilatation branch and the shear branch. The results serve as reference for the obtained results in Section 4.4 for the variationally scaled mass and reciprocal mass matrix.

## A. 1 Consistent mass matrix (CMM)

Dispersion relation of the dilatation branch:

$$
\begin{equation*}
\frac{c_{d}}{c_{d 0}}=1+\left(\frac{1}{1440}-\frac{7}{2880} \cos (\theta)^{2}+\frac{1}{320} \cos (\theta)^{4}-\frac{1}{720} \cos (\theta)^{6}+\frac{1}{1440} \cos (\theta)^{8}\right) \kappa^{4}+\mathcal{O}\left(k^{6}\right) \tag{B.1}
\end{equation*}
$$

Dispersion relation of the shear branch:

$$
\begin{equation*}
\frac{c_{s}}{c_{s 0}}=1+\left(\frac{1}{1440}-\frac{1}{720} \cos (\theta)^{2}+\frac{1}{360} \cos (\theta)^{6}-\frac{1}{720} \cos (\theta)^{8}\right) k^{4}+\mathcal{O}\left(k^{6}\right) \tag{B.2}
\end{equation*}
$$

Both the dilatation and the shear branch of the consistent mass matrix are illustrated in Figure B. 1 (left) for an inclination angle of $0^{\circ}$. In Figure B. 2 the dispersion error is plotted over the wave number for different inclination angles for the dilatation (left) and shear branch (right) for the consistent mass matrix.

## A. 2 Lumped mass matrix (LMM)

Dispersion relation of the dilatation branch:

$$
\begin{equation*}
\frac{c_{d}}{c_{d 0}}=1-\frac{1}{8} k^{2}+\left(\frac{43}{5760}-\frac{1}{2880} \cos (\theta)^{2}+\frac{1}{960} \cos (\theta)^{4}-\frac{1}{720} \cos (\theta)^{6} \frac{1}{1440} \cos (\theta)^{8}\right) k^{4}+\mathcal{O}\left(k^{6}\right) \tag{B.3}
\end{equation*}
$$

Dispersion relation of the shear branch:

$$
\begin{equation*}
\frac{c_{s}}{c_{s 0}}=1-\frac{1}{8} k^{2}+\left(\frac{43}{5760}+\frac{1}{1440} \cos (\theta)^{2}-\frac{1}{480} \cos (\theta)^{4}+\frac{1}{360} \cos (\theta)^{6}-\frac{1}{720} \cos (\theta)^{8}\right) k^{4}+\mathcal{O}\left(k^{6}\right) \tag{B.4}
\end{equation*}
$$

Both the dilatation and the shear branch of the consistent mass matrix are illustrated in Figure B. 1 (right) for an inclination angle of $0^{\circ}$. In Figure B. 3 the dispersion error is plotted over the wave number for different inclination angles for the dilatation (left) and shear branch (right) for the lumped mass matrix.
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Figure B.1: Dispersion relation for a 2-D quadratic B-spline patch for CMM (left) and LMM (right).
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Figure B.2: Dispersion error for the consistent mass matrix (CMM) for different inclination angles $\theta$ for the dilatation branch (left) and the shear branch (right) for a 2-D quadratic B-spline patch.


Figure B.3: Dispersion error for the lumped mass matrix (LMM) for different inclination angles $\theta$ for the dilatation branch (left) and the shear branch (right) for a 2-D quadratic B-spline patch.

## B Reduced integrated Q1 element with stiffness/viscous hourglass control

In the following, the element formulation of a reduced integrated Q1 element with hourglass stabilization according to Belytschko and Bindeman (1991) is provided. This element is used in Example 6.6.

The stiffness matrix (needed for the time step estimate) is obtained from the sum of the 1-point-integrated stiffness matrix and the stabilization stiffness matrix, i.e.

$$
\mathbf{K}_{e}=\mathbf{K}_{e}^{1 \mathrm{pt}}+C^{Q} A\left[\begin{array}{cc}
\boldsymbol{\gamma} \boldsymbol{\gamma}^{\mathrm{T}} & 0  \tag{C.5}\\
0 & \boldsymbol{\gamma} \boldsymbol{\gamma}^{\mathrm{T}}
\end{array}\right] .
$$

Therein, the element area is $A=4 \operatorname{det} \mathbf{J}$, where $\mathbf{J}$ is the element jacobian and the parameter

$$
\begin{equation*}
C^{Q}=\frac{1}{2} \alpha_{s} c_{\mathrm{D}}^{2} \rho A\left(\mathbf{b}_{x}^{\mathrm{T}} \mathbf{b}_{x}+\mathbf{b}_{y}^{\mathrm{T}} \mathbf{b}_{y}\right) . \tag{C.6}
\end{equation*}
$$

$\mathbf{b}_{x}$ and $\mathbf{b}_{y}$ can be extracted from the nonlinear strain-displacement operator of the onepoint integrated element with $\mathbf{b}_{x}=\mathbf{N}_{, x}$ and $\mathbf{b}_{y}=\mathbf{N}_{, y}$. Note that the derivative is taken with respect to the current coordinate in the case of a geometrically nonlinear problem setup. $\rho$ is the material density and $c_{\mathrm{D}}$ is the dilatation wave speed which is

$$
\begin{equation*}
c_{\mathrm{D}}^{\text {plane strain }}=\sqrt{\frac{(1-\nu) E}{(1+\nu)(1-2 \nu) \rho}}, \quad c_{\mathrm{D}}^{\text {plane stress }}=\sqrt{\frac{E}{\left(1-\nu^{2}\right) \rho}}, \tag{C.7}
\end{equation*}
$$

for plane strain and plane stress, respectively. $\alpha_{s}$ is a free parameter which is per default set to 0.1. The stabilization mode is

$$
\gamma=\frac{1}{4}\left(\mathbf{h}-\left(\mathbf{h}^{\mathrm{T}} \mathbf{x}\right) \mathbf{b}_{x}-\left(\mathbf{h}^{\mathrm{T}} \mathbf{y}\right) \mathbf{b}_{y}\right) \quad \text { with } \quad \mathbf{h}=\left[\begin{array}{r}
1  \tag{C.8}\\
-1 \\
1 \\
-1
\end{array}\right] .
$$

$\mathbf{x}$ and $\mathbf{y}$ are the current coordinate vectors in case of a nonlinear analysis. The internal force is computed with

$$
\mathbf{f}^{\mathrm{int}}=A \mathbf{B}^{\mathrm{T}}(0) \boldsymbol{\sigma}(0)+A\left[\begin{array}{l}
Q_{x} \gamma  \tag{C.9}\\
Q_{y} \gamma
\end{array}\right],
$$

where the first summand is the internal force obtained by one-point quadrature ( $\xi=0$, $\eta=0$ ). The second summand is the stabilization force $\mathbf{f}^{\text {stab }}$. For the computation of the internal force the generalized hourglass stress is needed with

$$
\begin{equation*}
Q_{x}=C^{Q} q_{x}+\zeta_{\mathrm{D}} C^{Q} \dot{q}_{x}, \quad Q_{y}=C^{Q} q_{y}+\zeta_{\mathrm{D}} C^{Q} \dot{q}_{y}, \tag{C.10}
\end{equation*}
$$

where $\zeta_{\mathrm{D}}$ is the viscous hourglass stabilization parameter and chosen by the user. Usually it is chosen to be a fraction of the critcal damping. The velocity strains are obtained by

$$
\begin{equation*}
q_{x}=q_{x}^{\text {old }}+\Delta t \dot{q}_{x}^{\text {old }}, \quad q_{y}=q_{y}^{\text {old }}+\Delta t \dot{q}_{y}^{\text {old }} \tag{C.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\dot{q}_{x}=\gamma^{\mathrm{T}} \mathbf{v}_{x}, \quad \dot{q}_{y}=\gamma^{\mathrm{T}} \mathbf{v}_{y} \tag{C.12}
\end{equation*}
$$

The velocity in $x$ - and $y$-direction is obtained from the current displacement and the displacement from the previous time step implicitly with

$$
\begin{equation*}
\mathbf{v}_{x}=\frac{\mathbf{d}_{x}-\mathbf{d}_{x}^{\text {old }}}{\Delta t}, \quad \mathbf{v}_{y}=\frac{\mathbf{d}_{y}-\mathbf{d}_{y}^{\text {old }}}{\Delta t} \tag{C.13}
\end{equation*}
$$
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## Anne-Kathrin Schäuble

The present work deals with innovative numerical methods for the computer simulation of dynamic problems with explicit time integration. The proposed methods aim to increase accuracy as well as reduce the calculation effort.
The basis for the development are variationally consistent inertia templates. The term 'inertia template' covers both alternatives to the commonly used diagonal mass matrices and novel reciprocal mass matrices. Reciprocal mass matrices result directly from the variational formulation and are sparse, assemblable, inverse mass matrices, which allow a trivial computation of the acceleration from Newton's second law.
In the first part of the work, the focus is on the variational consistency of reciprocal mass matrices and the therewith associated minimum requirements on the ansatz spaces. In the second part, the approach is systematically exploited not only to increase the critical time step but also to customize the inertia template to specific needs, like improved lowfrequency accuracy. The third part aims at further development and investigation of reciprocal mass matrices to increase their usability for practical applications. The focus is therefore on the development of an efficient time step estimate and the treatment of contact.


[^0]:    ${ }^{1}$ In WASHIzU (1982) the single-field functional is called least (or stationary) action principle, whereas the two field functional with displacement and linear momentum is called Hamilton's principle. Herein, the naming is used according to Mura et al. (1992).

[^1]:    ${ }^{2}$ Although the Soviet-Belarusian mathematician's name is Geršgorin, the English spelling is usually used to name Gershgorin's theorem in English literature.

